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Evaluation of Multihop Mobile Ad Hoc Networks (MANETs) is usually performed through

simulation. In these studies, it has been customarily assumed that simulation models with no

obstacles are acceptable simplifications of the complex mobility and radio propagation condi-

tions expected in actual MANET deployments.

We evaluate the robustness of simplified simulation models for indoor MANET evaluation.

A simplified model is robust if the performance results it yields differ uniformly from those

obtained with the unsimplified model. Robust simplifications allow researchers to reliable

extrapolate simulation results to real-life situations.

We show that simplified simulation models are not robust for indoor environments. Ex-

perimentation reveals that simplifications affect two MANET routing protocols in disparate

manners. Furthermore, even within a single protocol performance trends vary erratically as

parameters change. These results cast doubt on the soundness of MANET evaluations using

simplified simulation models, and expose an urgent need for more research in this area.
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Chapter 1

Introduction

A multi-hop mobile ad hoc network (MANET) consists of a group of mobile wireless nodes

that self-configure to operate without infrastructure support. MANET participants do not need

access points or base stations, and instead rely on each other to establish a temporary network;

peers communicate beyond their individual transmission ranges by routing packets through

intermediate nodes [1, 2, 3]. Due to the mobility of the network hosts, the multi-hop routes

employed for packet delivery are constantly changing. The routing protocol is therefore in

charge of maintaining up-to-date routes to each network destination, both for packets originated

locally and for packets generated by other nodes.

The advent of low-cost and small-sized wireless communication devices has rendered fea-

sible the concept of MANETs and driven the intensive research in this field. However, MANET

deployment is still at a very early stage [4,5,6]; computer simulation remains the most popular

way to evaluate MANET routing protocols [7, 8, 9]. Simulation offers four important advan-

tages:

Low cost: It enables experimentation with larger networks than those available to most re-

search groups.

Practicality: it enables experimentation with devices and configurations that may not be fea-

sible with existing technology; for example, mobile nodes with hybrid cellular and WiFi

1
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radio interfaces [10].

Ease of development: It allows for rapid prototyping: by abstracting the complexity of the

real system, simulators enable the development and debugging of new protocols with

reduced effort. This is more evident when direct execution of the actual routing protocol

implementation is enabled inside the simulator [11].

Controlled analysis: It makes reproducible experiments in a controlled environment possible,

facilitating the isolation of interesting conditions and the analysis of problems.

MANET protocol simulation presents challenging research problems. Besides having to

simulate the networking stack and data traffic, MANET simulators also need to incorporate

models of node mobility and radio propagation. The mobility model is used to simulate the

behavior of network nodes, the destinations and speed they choose for their movement, and the

physical paths they take. The radio propagation model is used to determine whether commu-

nication between two given nodes is possible, and to simulate the effects of interference and

information loss in the wireless channel.

By definition, MANETs are suitable for hostile scenarios where no infrastructural sup-

port is available. This definition includes military operations in outdoor environments, sensor

networks in environments where human intervention is not desirable or possible, and police

and disaster relief operations in urban emergency situations. Recently, the application range

of MANETs has extended to include other “non-hostile” scenarios such as pervasive comput-

ing settings in conference rooms or classrooms, and mesh-based wireless networks providing

broadband community access. However, the preeminent models employed in MANET sim-

ulation are rather simplistic and mostly target outdoor scenarios. In the Random WayPoint

(RWP) [7] mobility model, a node picks a random destination inside a flat rectangular area,

proceeds to it following a straight-line trajectory at a random speed, and pauses for a fixed time

on arrival. The process then repeats itself until the end of the simulation. The Free Space (FS)

propagation model assumes an obstacle-free vacuum where signal strength degrades with the
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square of the distance between the transmitter and receiver.

Both of the aforementioned models assume scenarios devoid of obstacles. Although this

might be a reasonable assumption in certain outdoor situations, it is likely not applicable in

many environments where the impact of a larger number of obstacles on both node mobility

and radio propagation cannot be underestimated. Although several groups have extended these

simple obstacle-free models with increasing levels of detail [11, 12, 13, 14, 15, 16], the major-

ity of the research on MANET simulation models has still focused on outdoor environments.

Indoor environments are well known to present different challenges, due to the concentration

of a variety of structures and construction materials in a much reduced area. Moreover, most

of the research on MANET simulation models has focused on quantifying the differences in

routing protocol performance introduced by an arguably better model, but has not attempted a

higher level characterization of the properties of simulation models.

This thesis evaluates the robustness of simplified mobility and radio propagation simula-

tion models for MANET simulations in indoor environments. A simplified simulation model is

robust if the results obtained with the model for different routing protocols and simulation con-

ditions are consistent (within a predictable error) with the results yielded by the unsimplified

model. A robust simplification allows researchers to extrapolate simulation results over differ-

ent scenarios, and reach reliable conclusions about the expected performance of protocols in

real life. Therefore, robustness (or its lack of) in a simplified simulation model is a qualitative

indicator of the applicability of the model, and the relevance of the results obtained through its

use.

To determine the robustness of simplified models for indoor MANET simulation, we first

introduce two detailed simulation models – one for mobility and one for radio propagation –

that take into account fine-grained obstacles and building materials. We then describe se-

veral simplifications to these detailed models that gradually decrease in sophistication. The

least detailed models we consider correspond to the obstacle-free approaches provided in most

MANET simulators (i.e., RWP and FS).
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Experiments with DSDV [2] and DSR [1], two representative MANET routing protocols,

show that simplifications to the mobility and radio propagation models are not robust, and

have instead drastically different effects on the perceived performance of the two routing pro-

tocols. Whereas the performance of DSDV is virtually identical for all models, the perfor-

mance of DSR varies widely between models. Moreover, even within DSR itself, the relative

performance under the different models changes erratically as we vary experimental parame-

ters. These findings raise troubling doubts over the soundness of MANET protocol evaluations

based on simplified models, and expose the urgent need for more research on realistic MANET

simulation models for indoor environments.

This thesis makes thus two contributions: first, it shows that widely used simplified mobil-

ity and radio propagation models are not robust. We provide experimental evidence showing

that the effects of simplifications of the simulation model are not uniform across protocols and

evaluation conditions, hence leading to wrong conclusions about the performance of MANET

protocols. Second, it provides the first evaluation of MANET routing protocols in indoor en-

vironments using detailed mobility and radio propagation models that account for fine-grained

obstacles and building materials.

The rest of the thesis is organized as follows. Chapter 2 describes the usual techniques and

models in MANET simulation, and reviews wireless MAC and MANET routing protocols,

with an emphasis on 802.11 DCF, DSR and DSDV, the protocols employed in our simulation

study. Chapter 3 describes the main characteristics of indoor environments, and the challenges

such characteristics present for MANET simulation. Chapters 4 and 5 present our detailed

mobility and radio propagation models for indoor environments, describe simplifications to

each model, and report how the models were implemented inside the ns2 network simulator.

Chapter 6 presents our experimental results. Finally, chapter 7 compares the thesis to previ-

ous work on sophisticated mobility and radio propagation models, and chapter 8 presents our

conclusions and discusses avenues for future research.



Chapter 2

Background

During the mid 1990’s, researchers in MANET routing protocols would each independently

build their own wireless networking simulator. The disadvantage of lacking a uniform and

commonly agreed-upon evaluation tool, and the fact that simulator validation for each different

system was mostly missing, constituted clear drawbacks in this approach. The first complete

simulation framework for performance evaluation of MANET routing protocols was presented

by the CMU monarch project in [7]. This seminal paper had three main contributions:

• Several pieces of software were built for the ns2 network simulator [17] – usually em-

ployed in the analysis of wired networks – to enable wireless ad-hoc networking simu-

lation. These enhancements are usually referred to as the CMU Monarch ns2 Wireless

Extensions [18]. Among other things, the simulator was augmented with an implemen-

tation of the IEEE 802.11 Distributed Coordination Function (DCF) MAC protocol, im-

plementations of several routing protocols, tools to generate node mobility patterns, and

the capability to simulate a wireless shared channel with different propagation and mod-

ulation models.

• A methodology for the performance comparison of several routing protocols was pre-

sented. The base mobility and radio propagation models employed, as well as the sim-

ulation parameters chosen, were later reused by a number of researchers in all types of

5
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MANET simulation studies.

• The results of the performance study showed the first bits of insight into the requirements

and pitfalls of good routing protocol design.

Building on the contributions of the Monarch work, a spate of MANET simulation studies

were produced [8, 9, 19, 20, 21, 22, 23, 24], backed up by the MANET research community’s

reliance on this framework. Moreover, other MANET simulation tools such as GlomoSim [25]

and OpNet Modeler [26], have also been adopted alongside ns2.

In the rest of this chapter we will provide a brief overview of the internals of the ns2

network simulator. We will then describe the mobility and propagation models implanted by

the Monarch group for MANET simulation. Finally, we will review the MAC and routing

protocols usually employed in MANET research, as well as in this thesis: the IEEE 802.11

DCF, DSR, and DSDV.

2.1 The ns2 Network Simulator

Th ns2 Network Simulator [17] is an open-source object-oriented discrete-event simulator for

network research. The simulator is written in C++, with an OTcl (Object Tool Command

Language) interpreter used as the command interface. The C++ part constitutes the core of

the simulator, where detailed protocol implementation and the simulation engine are located.

The OTcl part, on the other hand, is used for simulation configuration. Therefore, the only

prerequisite to use the simulator is a basic knowledge of OTcl, needed to specify the objects

involved in the simulation scenario and the values of the various objects’ parameters. However,

to develop new models and protocols, the C++ core and its bindings to the OTcl external

interface need to be thoroughly understood. The learning curve for the intensive user of the

simulator is therefore quite steep.

One of the main advantages of the split-language implementation of ns2 is its object ori-

ented design, which allows for easy replacement of the software modules involved in a simu-
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lation — for example a routing protocol, a network application, or a propagation model. The

process of configuring the set of modules required to perform a particular simulation, starting

from the physical interface model up to the application layer, is known as plumbing, and is

usually performed by an OTcl script. A developer testing a new protocol, or implementing a

simulation model, needs to write the code with the correct bindings to the OTcl interface, and

afterwards instruct the plumbing script to employ the newly created modules during simulation

setup.

Figure 2.1 illustrates the plumbing for the network stack objects of a MANET node that

uses the DSR routing protocol: an application layer module, the routing protocol, the Address

Resolution Protocol (ARP) module, a Link Layer object, an interface queue, the MAC protocol,

and the physical interface with the channel’s radio propagation model.

2.2 The Random Waypoint Mobility Model

The preeminent mobility model used for MANET simulation is the Random WayPoint (RWP)

model, introduced by the Monarch group [7]. RWP assumes that node mobility takes place

in a flat rectangular area with no obstacles. Node movement is characterized by two parame-

ters: a speed interval [Vmin,Vmax] and a pause time P. The movement pattern of mobile nodes

follows a cyclic behavior: a node pauses for P seconds, chooses a random destination inside

the simulation rectangle, and randomly selects a speed within the speed interval. The node

then moves toward its new destination at the chosen speed, following a straight-line trajectory

and unhindered by any obstacles or the presence of other nodes. Upon the node’s arrival to its

destination, the process resumes.

RWP represents a generic approach to node mobility, and consequently it also is a very

simplistic model. The shortcomings of RWP can be categorized under two different aspects:

Behavioral modeling: nodes move in a completely random manner, without following any

purpose or trying to complete any task. From a logical point of view, a node can choose
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destinations from an infinite set. Moreover, past behavior of a node does not affect future

decisions.

Physical Modeling: nodes move in an idealized flat scenario where there are no obstacles;

there is no need to open a door, avoid a pit or climb a hill. Furthermore, two nodes can

occupy the same physical location simultaneously.

Given its widespread use within the MANET research community, the RWP model and its

properties have been the subject of extensive research [27, 28]. We draw attention here to two

interesting characteristics:

Density waves: A density wave is the clustering of nodes in one part of the simulation area.

RWP tends to periodically accumulate nodes in the center of the simulation rectangle.

This happens because whenever a node chooses a location near the boundaries of the

simulation area, with high probability its next destination will make it travel through the

center of the simulated rectangle.

Average Speed Decay Effect: As simulation time progresses, the average speed of the nodes

in the simulation tends to decrease significantly. This happens because an increasing

number of nodes are moving toward distant locations at a very low speed [27]. The most

straightforward way to solve this problem is to specify a non-zero Vmin value, such as

0.5 m/s.

Despite being widely used, the deficiencies of RWP are also well documented. It is there-

fore not surprising that several researchers have proposed alternative mobility models targeting

the behavioral or physical modeling simplifications of RWP. We will describe such related

work in section 7.1.
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2.3 The Free Space Radio Propagation Model

The preeminent radio propagation model in MANET simulation is the Free Space (FS) prop-

agation model. In the same vein as RWP, FS assumes a flat space devoid of obstacles. Radio

wave power degradation is thus proportional to the square of the distance between transmitter

and receiver, exclusively. The FS model is described by Equation 2.1 (in Watts) and Equa-

tion 2.2 (in dBm)

PFS(r) =
PtGtGrλ2

(4π)2r2L
(2.1)

PFS(r) = Po(r0)−20log10

(

r
ro

)

, (2.2)

where r is the distance between transmitter and receiver, Pt is the transmitted signal power,

Gt and Gr are the antenna gains of the transmitter and receiver, respectively, λ is the wavelength

(speed of light over frequency), and L (L ≥ 1) is the system loss due to miscellaneous sources.

It is common to select isotropic (or unity gain) antennas, Gt = Gr = 1, and no system loss,

L = 1. In Equation 2.2 Po is the power in dBm at a reference distance r0, which is nominally

set to 1 meter; the conversion rule between dBm and Watts is PdBm = 10log10 (PWatts ∗103).

FS propagation has been widely adopted because it is computationally inexpensive: signal

strength can be computed only with a few floating point operations. Moreover, given that FS is

a one-to-one relation between power and distance, it can be easily characterized in terms of the

sensitivity threshold employed, i.e. the cutoff power value that determines the minimum signal

strength needed for a node’s wireless interface to understand an incoming transmission. After

placing the sensitivity threshold value on the left hand side of Equation 2.1 or 2.2, solving for

the r distance value will yield the radius of the coverage disc of a node, the circular area inside

which connectivity to other nodes can be established. We call this distance value the effective

communication range; it is a quantity widely used to characterize the degree of connectivity in

a network using FS propagation.

For large environments with distances greater than a hundred meters, the Two-Ray Ground
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propagation model is favored over FS. This model considers the aggregate effects of radio

waves converging by two different paths on the receiver: the direct line-of-sight path, and a

second path reflecting off the ground. The Two-Ray Ground model is given in Watts by

PT RG(r) =
PtGtGrh2

t h2
r

r4L
, (2.3)

where ht and hr are the antenna heights at the transmitter and receiver, respectively, and

are usually set to ht = hr = 1.5 m; the remaining parameters hold the same meanings as in FS.

Two-Ray Ground has been shown to yield better accuracy than FS for long distances [29].

A hybrid propagation model, combining both FS and Two-Ray Ground, has been imple-

mented in ns2 by the Monarch group: a cross-over distance is determined by dc = (4πhthr)/λ,

which represents the distance at which both models result in the same signal strength. For dis-

tances r < dc, FS is employed; for distances r > dc, Two-Ray Ground is employed. For radio

wave frequencies of 900 MHz and 2.4 GHz, the threshold distance dc is equal to 86.14 m and

227.33 m, respectively. Given that in this thesis we analyze radio wave propagation in indoor

environments at 2.4 GHz, we will employ exclusively Free Space propagation.

Because the FS and TRG models neglect the presence of obstacles, they do not account for

multipath fading effects: the different ways in which radio waves interact with obstructions in

their trajectories. The multipath effects are categorized as follows:

Reflection occurs when a radio wave impinges upon an object which has very large dimen-

sions compared to the wavelength of the propagating wave.

Diffraction occurs when the radio path between the transmitter and receiver is obstructed by

a surface that has sharp irregularities (edges). The secondary waves resulting from the

obstructing surface are present throughout the space and even behind the obstacle, giving

rise to a bending of waves around the obstacle, even when a line-of-sight path does not

exist between transmitter and receiver.

Scattering occurs when the medium through which the wave travels consists of objects with
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dimensions that are small compared to the wavelength. Several radio waves are radiated

from the relatively small obstacle in different directions

Beyond disregarding the various multipath fading effects, the FS model has other disadvan-

tages:

Idealized Transceivers: FS assumes isotropic (unity gain, or 0 dBi) and omni-directional

antennas. The former is not problematic, since the effects of antenna gains different

than unity can be factored in the model, as we will show later. The assumption of an

omni-directional antenna is, on the other hand, quite unrealistic and troublesome: RF

transceivers are not necessarily omni-directional, and even those that are suffer changes

in their radiation pattern by the significant obstruction that represents the body of the

carrier. This has been shown quite conclusively in [30], where special provisions had to

be taken to account for the orientation of the RF interface.

A Time-invariant Channel: whereas FS attempts to model large scale fading – the degrada-

tion of signal strength in large areas assuming a static environment –, it does not consider

the effects caused by small scale fading, those attenuations on signal strength caused by

small changes in the environment, as small as half wavelength [31]. These small changes

alter the delay in each path of a multipath system differently, thus causing dramatically

large variations in signal phase and signal strength, usually in the order of 20 to 30 dB.

In mobile radio communication systems, the effects of small scale fading manifest them-

selves as a time-variant channel. For many propagation models employed in MANET,

including FS, the channel is assumed to be time-invariant or static, and the effects of

small-scale fading are ignored.

Two-Dimensional environment: FS assumes a flat area; Two-Ray Ground provides basic

consideration for different heights in the transmitter and receiver antennas.

An important number of research publications present alternatives to the FS model for

MANET simulation. We will review these proposals in section 7.2.
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2.4 Wireless MAC protocols

A crucial part of a wireless communication system is the Medium Access Control (MAC) pro-

tocol. Broadly speaking, the MAC protocol arbitrates use of the communications channel. A

significant problem that arises in wireless networks is the hidden terminal problem, illustrated

in figure 2.2. Consider the scenario where computer C attempts to send a packet to computer

B, and simultaneously A also attempts to communicate with B. A and C cannot detect each

other, given the distance separating them; however, both transmissions collide in the vicinity

of B, causing a jam in the channel. A and C are acting as hidden terminals with respect to each

other.

Several MAC protocols have been proposed, with increasing degrees of overhead and bet-

ter handling of the hidden terminal problem: Carrier Sense Multiple Access (CSMA) [32],

Multiple Access with Collision Avoidance (MACA) [33], Floor Acquisition Multiple Access

(FAMA) [34], and the IEEE 802.11 Distributed Coordination Function (DCF) [35]. The 802.11

DCF MAC protocol is a CSMA/CA protocol (carrier sensing with multiple access/collision

avoidance); it is also the most popular choice for MANET systems deployment and simula-

tion. Furthermore, the IEEE 802.11 technology can be identified as one of the main reasons

behind the widespread growth of wireless networking: the industry alliance backing up its

development is known as WiFi.

In 802.11 DCF, competing nodes that wish to transmit a packet wait for a random period
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of time before attempting to acquire the channel. Once the random wait period has expired,

a transmitting host will sense the channel, expecting it is not currently in use; this operation

is called carrier sensing. There are two types of carrier sensing: physical carrier-sensing,

an operation dependent on the underlying physical interface, and virtual carrier sensing, the

checking of the Network Allocation Vector (NAV), a timer set by the currently transmitting

node indicating when it expects to be finished. Usually, a node first checks its NAV, and if it

indicates that the channel should not be in use, then it performs physical carrier sensing. Note

that the host with smallest random wait period will sense the channel before its neighbors and

thus gain access.

If the carrier sense operation has been successful and the host knows the channel is not in

use, a Request-To-Send (RTS) control packet announcing the incoming transmission is broad-

casted, with a NAV value equivalent to the expected channel occupancy period. Upon reception

of the RTS, the destination node replies with a Clear-To-Send (CTS) control packet. Every host

receiving any of the RTS or CTS announcements knows that somebody in the vicinity will be

using the shared channel to receive a packet transmission, and it also knows for how long; the

hidden terminal problem is thus avoided.

If either the carrier sense fails, because the wireless channel is occupied, or there is a

timeout while waiting for the CTS response, the node waits for a random backoff period (after

the expiry of the current NAV) before attempting a new carrier sense and CTS/RTS exchange.

The usual 802.11 implementation allows seven retries of this operation before dropping the

packet; the backoff period window grows exponentially for each new retry.

After the RTS originator receives the CTS answer from the destination of the packet, it

proceeds to broadcast the DATA packet. If the transmission of the DATA packet is successful,

the receiving node will send a positive acknowledge (ACK) packet, thus finishing the trans-

mission process. The usage of ACK packets serves two purposes. It enables the retransmission

of packets upon failure, and it lessens the impact of the hidden terminal problem with mobile

nodes. In a mobile node scenario, a host might be able to interfere with a packet transmission
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by moving within the connectivity region of the communicating terminals, after the RTS-CTS

exchange has taken place. ACK packets allow swift detection of this problem.

The RTS/CTS exchange is not always used in 802.11 DCF. A threshold on packet size is

placed to determine which packets need this operation; smaller packets are sent using only

carrier sensing. Control packet exchanges are also avoided for the transmission of broadcast

packets, aimed to every node within connectivity reach.

While 802.11 is usually employed as the MAC protocol in MANET research, there has been

some work regarding the interactions of different routing and MAC layer protocols [36,37]. It is

worth pointing out that the performance of MANET routing protocols is greatly influenced by

the behavior of the underlying MAC protocol: for example, extensive use of unicast messages

in 802.11 might degrade the performance of the network, as the channel is occupied with many

RTS/CTS/DATA/ACK control exchanges [9, 21].

2.5 MANET Routing Protocols

MANET routing protocols fall into two broad categories: reactive and proactive. Reactive

routing protocols, also known as on-demand, only create or update routes when packets need

to be transmitted along them. A route discovery process is initiated, flooding the network with

a query to find the desired route, which is cooperatively constructed by the replies of each node

in the network. On the other hand, proactive routing protocols try to keep up-to-date routing

tables at all times. Nodes keep routing tables with entries for each destination, and react to

changes in the network by propagating the modifications to their tables in order to obtain a

consistent network view. This is the typical behavior of wired-network routing protocols such

as OSPF, broadly used in the Internet.

Among the reactive proposals, DSR [1, 38] and AODV [3] are the most well known.

Experimental RFCs of both of these protocols have been proposed in the IETF MANET

workgroup [39], and implementations for UNIX-based operating systems are currently avail-
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able [18, 40]. Other on-demand routing protocol proposals include the Temporally Ordered

Routing Algorithm (TORA) [41] and Associativity Based Routing (ABR) [42].

Destination-Sequenced Distance Vector (DSDV) [2] is the most salient proactive rout-

ing protocol, and arguably the first ad hoc routing protocol. The Wireless Routing Protocol

(WRP) [43] is another early ad-hoc routing protocol. The Clusterhead Gateway Switch Rout-

ing (CGSR) [44] protocol is a hierarchical protocol that divides the network into clusters; a

particular node called the clusterhead centralizes communication to destinations outside each

cluster. CGSR uses DSDV for both intra and inter cluster routing. Another hierarchical proac-

tive routing proposal is the Optimized Link State Routing Protocol (OLSR) [45], which has

gained great acceptance among the members of the IETF MANET charter.

There are also routing protocols which do no fit the binary categorization we have used. For

example, the Zone Routing Protocol (ZRP) [46] is a hierarchical and hybrid proposal, where a

proactive component is used inside the local region, and a reactive component is used for inter-

region routing. Location-aided routing protocols that use GPS or other means or geographical

absolute localization, such as Location-aided Routing (LAR) [47], Distance Routing Effect

Algorithm for Mobility (DREAM) [48], and the Geographical Routing Algorithm (GRA) [49],

are also quite popular.

We next describe the two routing protocols we have used in this thesis: DSR (on-demand)

and DSDV (proactive). For a more thorough review of MANET routing alternatives, the inter-

ested reader can refer to [50]; a synthesis of the (relatively) current state of affairs in the IETF

MANET charter can be found at [51].

2.5.1 DSR

DSR is a proactive routing protocol, in which routes are discovered on-demand. The key

feature of DSR is the use of source routing: the sender computes the route through which a

packet will be forwarded to its destination. Each packet thus carries in its header the full route

to its destination, and the the task of intermediate nodes is to forward the packet to the next hop
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in the attached source route.

Each DSR node keeps a route cache, filled with routes the node discovers on demand, or

that it overhears from packets placed in the channel. DSR nodes operate their radio interfaces

in promiscuous mode, listening to every packet transmitted in the shared channel, and thus

can take advantage of the source routes present in each packet’s header. If the local node is

detected in the overheard source route, the segment of the route involving the local node, up to

the intended destination, is stored in the route cache for potential future use. Naturally, a DSR

node will also place in its cache interesting route segments that it might extract from packets it

is forwarding.

When a packet needs a route, DSR first tries to retrieve a suitable entry from its cache.

If successful, the route is applied to the packet’s header and the packet is dispatched to the

first hop in the route. Otherwise, DSR switches to route discovery mode, and sends a route

request broadcast message with an empty source route. Upon receipt of a route request, a node

attempts to answer it with a suitable cached route; it generates a route reply message with the

cached route appended to the route found in the route request message – processed to remove

loops –, and unicasts the reply back to the request originator using the route currently present

in the request, but reversed. To prevent collisions in the channel from neighboring answering

nodes, the route reply messages are randomly jittered. Moreover, if a route reply is overheard

during the jittering time, targeted to the same requester and with a shorter or equal route length,

the route reply packet is silently dropped. If no suitable route is found in the cache, the node

appends itself to the source route of the route request message and rebroadcasts it.

To prevent the formation of loops, a node checks that its own address is not already present

in the source route of the route request message it has received; otherwise it discards it. More-

over, to prevent duplicate answering, route request messages are tagged with a monotonically

increasing sequence number generated by the requester. A node keeps track of the route re-

quests’ sequence numbers it has recently served, and is thus able to identify route discoveries

on which it has already collaborated. To further enhance the route discovery process, the orig-
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inating node first broadcasts a non-propagating route request (or zero-ring search), a route

request that cannot be forwarded by other nodes. In this way, the requester can inexpensively

check if the target of the route request is within its current set of neighbors, and it can also learn

routes without propagating the request to the whole network. If the non-propagating request

fails, then an unrestricted route request message is broadcasted.

As nodes rebroadcast a route request, the message will eventually reach the target destina-

tion. The target node will then construct a a unicast route reply, by reversing the route found in

the route request. Since the route request will propagate through many different paths, the route

discovery process can therefore generate many different route replies with different routes. No-

tice that if after a timeout period the originator of a route request receives no answers, it will

exponentially backoff and try again. Eventually, the requester will give up, cease asking for

routes and drop the packet.

Apart from route discovery, the standard operating mode of a DSR node is route mainte-

nance. During route maintenance, DSR nodes forwards packets, overhear source routes and

cache them, and participate in route discovery process. DSR nodes can also send gratuitous

route replies; if a node overhears a packet that will eventually reach it, but whose source route

contains a segment between the current transmitter and the overhearing node longer than one

hop, the node will then alert the originator of the packet – not necessarily the current transmit-

ter – that the route can be shortened, using a route reply that will be hopefully overheard and

thus cached by many other nodes.

Whenever a packet fails to be sent to its next hop by the MAC layer, DSR assumes the link

is broken. DSR then cleanses its cache of every route using the apparently broken link, and

sends a unicast route error message to the originator of the packet. Every node that overhears a

route error message, including the final destination of the packet, will also remove routes using

the link from its route cache. Upon receiving the route error packet, the sender attempts to find

a new route to the destination node in its route cache, and if none is found, switches to the route

discovery mode.
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Non-propagating route request (RREQ) timeout 30 ms

Time between non-propagating RREQs, for different destinations 5 sec

Time between retransmitted non-propagating RREQs 500 ms (exponentially backed off)

Maximum route request timeout 10 sec

Maximum rate for sending replies to a route 1/sec

Maximum number of unsolicited replies being held off 10

Time to hold packets awaiting routes 30 sec

Packet buffer size 64

Route error holdoff time 1 sec

Size of source route header with n addresses 4n+4 bytes

Maximum number of times a packet can be salvaged 15

Number of flow initiator packets needed 3

Flow table entry timeout 60 sec

Table 2.1: DSR protocol constants.

DSR is further optimized through two techniques, packet salvaging [38] and implicit source

routing [52]. When an intermediate node fails to forward a packet through a link, the traditional

behavior of DSR is to remove from the node’s cache the routes involving the failing link, and

afterwards send the appropriate route error message. With packet salvaging, the node also

attempts to salvage every packet currently present in its queue of pending transmissions that

were to be sent through the failing link. DSR will use the route cache to replace the source

route of such packets with cached alternatives. The packets are then reinserted at the back of

the queue. To prevent infinite salvaging, there is a threshold placed on the maximum number

of times this optimization can be applied to a packet.

Implicit source routing is an optimization targeted to minimize the byte overhead of tagging

every packet header with a source route. Each node in the network keeps a flow table. When the

originator of a packet wishes to establish an implicit route, it sends a number of flow initiator

packets, traditional packets with their source route, the appropriate flag and a flow identifier.

Each hop in the route will create an entry in its flow table for this flow identifier with the
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associated route. Every packet forwarded through that route from now on does not need to

carry the full source route in its header, but rather only the flow identifier. Flow table entries

timeout if not used recently, and unicast flow unknown error messages are sent back to the

transmitters of packets with unknown flow identifiers. Upon reception of a flow unknown

message, the node will contact the source of the implicit route and instruct it to reestablish the

flow.

Table 2.1 lists the DSR constants employed in the protocol’s implementation contained

within the ns2 simulator version 2.26.

2.5.2 DSDV

DSDV is a table-driven proactive routing protocol, that builds on the Bellman-Ford distance-

vector routing algorithm [53]. In DSDV, every node has a routing table, with one entry per

destination node in the network. Besides the destination’s address, each routing entry includes

the next hop to the destination, a metric (usually the path length), and the sequence number

of the first hop in the route, to indicate the freshness of the information. A DSDV node thus

only knows the first hop in the route through which it will forward a packet to its destination.

Application layer packets are tagged with the destination address, and every intermediate hop

needs to check its corresponding routing entry to find out where to forward the packet next.

DSDV is called a proactive protocol because nodes actively exchange routing informa-

tion, regardless of the need for it, and constantly maintain routes for every possible source-

destination pair in the network. This fixed overhead might be unnecessary in environments

with lower routing requirements.

DSDV routing information is only exchanged through broadcast advertisements. In each

advertisement, a node publishes a monotonically increasing even sequence number for itself,

and the contents of its routing table. By exchanging this information, nodes can reach a con-

sistent view of the network. A node analyzes the information contained in the advertisements,

and determines if a route to a given destination through the advertising node will have a smaller
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metric than the route actually in use – or the same metric but with a fresher sequence number –,

and thus modifies its own routing table accordingly.

There are two types of advertisements: periodic and triggered. Periodic updates are full

updates, scheduled at regular times, in which the whole local routing table is advertised to

the neighboring nodes. Triggered updates are on the other hand incremental updates; they

are caused by topology changes detected by a node which need immediate propagation to

the rest of the network. Therefore, only the routing information that changed since the last

advertisement needs to be propagated. However, if the incremental routing information to

be transmitted surpasses a certain threshold, then the incremental update will be upgraded

to a full-scale periodic update. As a side-effect, the actual scheduling for the next periodic

advertisement is also modified.

DSDV decides a link is broken after a number of expected periodic updates have not been

received. In this case, the DSDV node will advertise an infinite metric and an odd sequence

number for that node, equal to the last known sequence number plus one. This ensures that

whenever the node on the other side of the suspect broken link becomes connected again, the

sequence number it will advertise will overwrite all the information about the broken link.

Another interesting effect of the use of monotonically increasing sequence numbers in DSDV

is that loop-freedom is guaranteed in the formation of routes.

The DSDV standard is unclear as to whether triggered updates should be sent when a new

route metric is found, or when a new sequence number is found. Sending updates on new

sequence numbers will result in a higher responsiveness in the network when broken links are

detected, at the cost of exchanging sometimes unnecessary information that will not enhance

the routing task. The propagation of triggered updates is further subjected to a set of timing

constraints: a weighted settling time specifies the time a node waits between reception of a

triggered update and broadcasting its own resulting triggered update; an aggregation time is

further specified such that no two updates by the same node can be transmitted in less than

such time. The objective of these constraints is to avoid “broadcast storms”, i.e. the triggering
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Periodic route update interval 15 sec

Periodic updates missed before link declared broken 3

Route advertisement aggregation time 1 sec

Maximum number of packets buffered per node per destination 5

Initial triggered update weighted settling time 6 sec

Weighted settling time weighting factor 7/8

Updates triggered on receipt of a new sequence number No

Updates triggered on receipt of a new metric Yes

Threshold for upgrading triggered updates to full updates 1/3 of table size

Table 2.2: DSDV protocol constants.

of broadcasts for every node of the network in a chain reaction.

Table 2.2 lists the DSDV protocol constants employed in the DSDV implementation con-

tained within the ns2 simulator, version 2.26.



Chapter 3

Indoor MANET Simulation

The use of MANETs in indoor environments has been envisioned for many interesting appli-

cations. We list a few of these cases:

• Disaster relief teams, such as firemen.

• Police operations.

• Pervasive computing environments.

• Conferences or classrooms.

MANET simulation in indoor environments presents interesting challenges. Modern build-

ings usually have irregular shapes and large numbers of obstacles, which affect both node

mobility and radio propagation. Moreover, indoor environments tend to be much smaller than

the outdoor scenarios traditionally considered in MANET research, amplifying the influence

of the obstacles on the network’s behavior. Finally, buildings typically have multiple floors,

which adds a three-dimensional aspect to the simulation.

For instance, consider Figure 3.1, which shows the blueprint of the fifth floor of the Bahen

Centre for Information Technology, an academic research building located in the St. George

Campus of the University of Toronto. The building stands on a 113 by 88 meters lot, and

the area of the depicted floor plan is the same as that of a square with 73.5 meter sides. This

23
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Figure 3.1: Blueprint of the fifth floor of the Bahen Centre for Information Technology.
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area is a hundred times smaller than what is usually considered in MANET simulations: for

example, [7, 9] perform MANET simulations in a rectangle of 300 by 1500 meters. The figure

also portrays the irregular layout of this building, but barely conveys a sense of its architectural

complexity: cement pillars, steel shafts, brick walls, and the pervasive presence of glass are just

some of its relevant characteristics. Also, elevators and stairs can be used to move between the

multiple floors of the building. Finally, given that the environment under consideration is not

the ground floor, movement outside the floor plan is – for all practical purposes – impossible.

In the following chapters, we describe detailed node mobility and radio propagation models

that address the challenges presented by indoor environments such as the one aforementioned.

In order to assess the impact of modeling different incremental features, for each model we

present several simplifications; we gradually remove levels of detail in the models until we

fall back into the obstacle-free models described in chapter 2. The interested reader will find

a comprehensibly documented and freely-available distribution of the ns2 implementations

of these models in www.cs.toronto.edu/∼andreslc/papers/MANET_extensions.tgz. Notice that

these models are currently targeted to simulations of a single floor; extending the models to

support multiple-floor simulation is left as a future research objective. Finally, in chapter 6 we

present the most important contribution of this thesis, the evaluation of the robustness of these

simplifications for indoor environments.

www.cs.toronto.edu/~andreslc/papers/MANET_extensions.tgz


Chapter 4

Constrained Mobility Model

We introduce Constrained Mobility (CM), a novel mobility model for simulation of complex

indoor environments. CM uses a mobility graph to constrain node mobility according to the

obstacles present in the environment. For instance, a mobility graph has been drawn over the

blueprint of the Bahen’s fifth floor, as illustrated in Figure 4.1. Vertices represent possible

destinations that nodes can visit, and edges correspond to physically-valid paths over which

nodes can move toward their intended destinations. Movement from one destination to an-

other is accomplished by traversing the edges that constitute the shortest path between the

two corresponding vertices. Therefore, nodes move through doors and hallways to reach their

destinations, instead of resorting to straight-line trajectories.

At present, we draw the mobility graph on top of the floor plan using a simple graphical

editor we developed — a screen capture of the editor is displayed in Figure 4.2. CM graphs

are drawn using existing AutoCAD drawings. This is not a laborious task, and is furthermore

completely amortized by the large number of times the graph for a given floor plan is used in

different simulations. For example, the graph used throughout this thesis was first drawn in 30

minutes, and later subjected to minor refinements that were also applied in a matter of minutes.

Nevertheless, we plan to explore techniques to automate the generation of mobility graphs, by

using the publicly available AutoCAD [54] format to parse the blueprint of interest.

26
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(a) Blueprint of the fifth floor of the Bahen

Centre for Information Technology.
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(b) CM model mobility graph superimposed

on the Bahen’s fifth floor blueprint.
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(c) Stand-alone CM model mobility

graph.

Figure 4.1: From the AutoCAD blueprint to the CM model mobility graph.
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Figure 4.2: Graphical editor used to generate CM mobility graphs.

The CM model addresses node behavior in a simple way: we limit the choice of destina-

tions to the set of red-colored vertices in the graph, situated in “interesting” locations such as

offices, classrooms and conference rooms. Each node randomly chooses a vertex in this set,

and moves toward it at a randomly selected speed. After reaching its destination, the node

pauses for a fixed time period before resuming movement. We adopted this generic – and fa-

miliar – approach to behavioral mobility modeling because the main focus of our research is

the modeling of physical obstacles constraining node movement.

CM does not yet account for smaller obstacles, such as furniture or the presence of other

people/mobile nodes. We will revisit these issues when describing our future research plans.
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Figure 4.3: Mobility pattern of a node under Shell Mobility.

4.1 Simplifications to Mobility: Shell and RWP

The CM model we have described takes both internal and external walls into account. The Shell

Mobility model is an initial simplification that discards the internal walls of the building and

the mobility graph; instead, nodes select destinations randomly within the area outlined by the

external walls of the building, and follow straight-line trajectories to their destinations. Shell

thus increases the number of possible destinations, and distributes them uniformly. However,

choice of destinations is constrained to locations that will not force nodes to step outside the

floor plan perimeter. Figure 4.3 illustrates the mobility pattern of a node using the Shell model.

Discarding the external walls from the Shell model yields the Random Waypoint (RWP)

model. We consider two variants of RWP. In the RWPS (small), nodes move within a square

with 73.5 meter sides; the area of this square is equivalent to the inhabitable area of the Bahen’s

fifth floor, and consequently the area where node movement takes place in the Shell and CM
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Figure 4.4: Node mobility under both variants of the RWP model.

models. In RWPL (large), nodes move in a rectangle of 113 by 88 meters, the area of the

lot over which the Bahen building stands. Figure 4.4 illustrates the differences between both

variants of the RWP mobility model.

4.2 Mobility Model Implementation

RWP mobility patterns can be generated for simulations in ns2 using setdest, a small inde-

pendent application provided by the Monarch Wireless Extensions. setdest generates an OTcl

script specifying node movement, which is fed to the simulator during setup time. The param-

eters needed by setdest to generate a RWP mobility pattern are: simulation time, number of

nodes, rectangular dimensions of the simulation area, P and Vmax (Vmin is fixed at 0 m/s).

The mobility models we have described were implemented by extending the setdest pro-

gram. To generate a CM mobility pattern, a text-based intermediate representation of a mobility
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graph is exported by our graphical editor and passed to the setdest-cm program. The control

flow of setdest is altered: choice of destinations is limited to the distinguished vertices con-

tained in the mobility graph specification, and a shortest path algorithm is used to find the path

in the mobility graph that a node will use to move toward its destination.

To generate Shell mobility patterns, setdest-shell is given a specification of the outer perime-

ter of the floor plan under consideration. Whenever a node destination is chosen, the resulting

trajectory is checked; if the node will step outside the outer shell of the building, the current

choice is replaced by a new destination. Finally, all versions of setdest were modified to con-

sider a Vmin of 0.5 m/s, to avoid the average speed decay phenomenon reported by [27].



Chapter 5

Attenuation Factor Propagation Model

Attenuation Factor (AF) [55, 56, 30] is an empirical radio propagation model for indoor envi-

ronments that deterministically accounts for multiple obstacles. AF models a time-invariant

channel where the obstacles blocking the primary ray – the straight-line trajectory between the

transmitter and receiver –, are responsible for the majority of the loss in signal strength per-

ceived by the receiver. The remainder of the signal strength attenuation in AF is a function of

the distance that separates the communicating nodes. While AF neglects propagation effects

like reflection, diffraction and scattering, and only models obstacles after their material types

but not their thickness or other characteristics, it has been shown to yield good accuracy and

high computational efficiency [55]. To the best of our knowledge, this is the first application

of AF to MANET simulations.

The AF model is given by Equation 5.1

PAF(r,m1, ...,mσ) = Po(ro)−10n log10

(

r
ro

)

−
σ

∑
i=1

mi ·PFi, (5.1)

where Po is the power at some nearby reference distance ro, n is the path loss exponent that

determines the rate at which power decreases with distance r, mi is the number of obstacles of

material type i along the primary ray path, PFi is the partition factor loss due to material type

i, and σ is the number of distinguishable material types (1 ≤ i ≤ σ).

32
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To be able to use the AF model, we need to specify the values of its parameters: Po, n,

σ and the PFis. These parameters are site-specific empirical approximations derived from

experimental measurements. We next describe the equipment used and methodology followed

to derive these quantities.

5.1 Measurement Equipment

Our measurement equipment consisted of two laptops running Linux Red Hat 9, kernel ver-

sion 2.4.24, with Wireless Tools [57] enabled. Each laptop was equipped with an Enterasys

Roamabout PCMCIA network interface card [58], based on the Orinoco 802.11b chipset and

configured in ad hoc mode. The cards where attached to a special external omni-directional

antenna [59] that provided a gain of 9 dBi, and a horizontally-shallow radiation pattern that

minimized the effects of reflection on the floor and ceiling — only 11 degrees of vertical aper-

ture. At 2 Mbps, the Enterasys network interface data sheet indicates a nominal transmit power

of 15 dBm and a nominal sensitivity threshold of -91 dBm, guaranteeing a Bit Error Rate of less

than 10−5. With a cumulative gain of approximately 17 dB (two 9 dBi antennas minus pigtail

losses), the setup was capable of recording signal strength values of -108 dBm for equivalent

isotropic (0 dBi or unity-gain) antennas.

5.2 Site-specific Parameterization

We recorded 250 measurements of signal strength over the floor plan illustrated in Figure 5.3(a).

Each trial involved three steps. First, the two laptops were randomly positioned on different

locations corresponding to vertices of the mobility graph. Second, an attempt was made to

establish communication between the two laptops. If successful, both laptops were configured

to ping each other; otherwise, a new pair of vertices was chosen. Finally, when successful,

both laptops simultaneously recorded signal strength values over a period of one minute. The
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granularity for the signal strength measurement provided by the card driver and the Wireless

Tools was 1 dBm. The signal strength value was refreshed every time a new ping packet was

received; each laptop recorded roughly 30 measurements for a given pair of locations. We set

the signal strength to the average of the measurements from both laptops. In the appendix of

this thesis we report the values recorded by these empirical measurements.

Given stationary measurements and the symmetry of our experimental setup, we expected

both laptops to record approximately the same signal strength values per trial, because of the

electromagnetic principle of reciprocity [60]. We did not anticipate the large effect the move-

ment of other people would have on the assumption of a time-invariant channel: to achieve

reciprocity, measurements had to be taken late at night. This is a clear example of the im-

portance of modeling small scale fading channels; in section 7.2, we will illustrate how this

crucial feature is neglected by many other radio propagation models. Adding a small scale

fading component to the AF model is thus our main future research goal for this part of our

project — we will comment more on this in chapter 8.

To obtain the site-specific values for Po, n and the PFis we ran a regression test in MAT-

LAB. For each measurement point k, we provided MATLAB with the measured signal strength

P̄k, the distance rk from the transmitter, and the number of walls of each type mik between the

transmitter and the receiver. We then instructed MATLAB to iteratively minimize the error

between the empirical measurement and the value predicted by the AF function; we used two

different estimators (least-squares and Lorentzian), and considered different numbers of mate-

rials (σ = {1,3,4,7}).

We could distinguish seven material types in our AutoCAD floor plan: exterior walls, inte-

rior walls, exterior glass, interior glass, steel, concrete, and wood. However, the best fit to the

empirical measurements involved only four materials (σ=4). The interior walls and wood were

combined into one material (PF1=2.479 dB), metal and steel into another (PF2=4.7727 dB),

interior and exterior glass into a third (PF3=3.11104 dB); exterior walls were our fourth ma-

terial (PF4=6.50076 dB). The effect of furniture and smaller obstacles was accounted for by
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Figure 5.1: Signal strength measurements and AF fit. Each measurement (dot) is paired to its

AF approximation (bubble) in the same vertical axis.

n and Po, which were fit to 1.9665 and -31.4627 dBm, respectively. ro was nominally set to

one meter. The resulting AF parameterization (the circles in Figure 5.1) presents an average

relative error of 8.9% with respect to the experimental data. In Figure 5.2 we plot the cum-

mulative distribution function of the relative errors of the AF fit with respect to the empirical

measurements.

Figures 5.3(b) and 5.3(c) show an AF-generated visualization of the signal strength of a

transmitter placed in the center of the floor plan depicted in Figure 5.3(a), and illustrate the

dramatic effect of wall attenuations on signal strength. The sensitivity threshold employed in

this visualization is the default Enterasys value of -91 dBm.

In its present state, AF shares many of the simplifying assumptions of other propagation

models, such as a two-dimensional topology, omni-directional antennas and a time-invariant

channel. Overcoming these limitations is a subject for future work.
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Figure 5.2: Cumulative Distribution Function of the relative errors of the AF fit with respect to

the empirical measurements. The median of the relative error falls at 0.1328.

5.3 Simplifications to Radio Propagation: FS and Line-Of-

Sight

A natural simplification to the AF model is to remove the explicit consideration of obstacles.

The Free Space (FS) model usually employed in MANET simulations does this by assuming

that signals propagate though a vacuum. This is an inappropriate assumption for our indoor

environment: for the output power and sensitivity thresholds of typical WiFi 802.11b hardware,

such as the one used to parameterize the AF model1, any single node will obtain full radio

coverage of the network.

To obtain a realistic basis for comparison with AF, we need to scale down the effective

1An output power of 15 dBm, a frequency of 2.4 GHz and a sensitivity threshold of -91 dBm at 2Mbps.
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the center of the Bahen’s fifth floor.

Figure 5.3: From the AutoCAD blueprint to the AF implementation.
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communication range of FS. The problem resides in finding a suitable approximation for the

communication range in AF propagation: remember that this value is a function of the sensi-

tivity threshold in propagation models that establish a one-to-one relationship between power

and distance — not the case of AF. To solve this problem, we employ the Log-Distance Path

Loss (PL) function given by Equation 5.3 (in dBm). This function is a generalization of FS

(revisited in Equation 5.2), where we assume an arbitrary homogeneous medium characterized

by a path loss exponent n. As in the AF model, Po is the reference power at some nearby

distance ro. Note that AF can be seen as a generalization of PL, as well: in the PL equation all

the attenuation factor (the PFi’s) are set to zero.

PFS(r) = Po(ro)−20log10

(

r
ro

)

(5.2)

PPL(r) = Po(ro)−10n log10

(

r
ro

)

(5.3)

We used MATLAB to fit the PL equation to our empirical measurements, using the same

process we employed to parameterize the AF model. The best fit for the PL function, yielding

a 14.85% relative error, corresponds to n = 4.0602 and Po = −19.2464 dBm, for a nominal

reference distance ro of 1 m. This fit is plotted in Figure 5.4 as a dashed line. Note that the path

loss exponent (n) obtained roughly corresponds values reported in the bibliography [55, 17].

The PL fit we obtained offers a reasonable set of communication ranges for comparison

against AF. This is shown in Table 5.1: for a set of sensitivity thresholds employed in AF

propagation (the thresholds start from the default Enterasys value of -91 dBm, and then increase

by 10 dB at a time), we can see the corresponding PL effective communication ranges. These

communication ranges are then applied to the FS propagation function, and the corresponding

sensitivity threshold needed to yield those ranges are shown in the last row; note how the

thresholds need to be downscaled to obtain a fair comparison with AF. We employed in our

simulation analysis the resulting site-specific downscaled FS model, which we will refer to as

FS′.
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Figure 5.4: Signal strength measurements and PL fit. Compare to AF fit.
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AF Threshold (dBm) -51 -61 -71 -81 -91

PL Range (m) 6.05 10.67 18.82 33.19 58.51

FS′ Threshold (dBm) -10.68 -15.6 -20.53 -25.46 -30.39

Table 5.1: PL effective communication ranges for different AF sensitivity thresholds, and cor-

responding FS′ sensitivity thresholds.

The second simplified propagation model we consider is Line-Of-Sight (LOS) propagation.

This model has been previously used in MANET simulation [8, 14]. It is a basic extension to

Two-Ray Ground where two propagation conditions are differentiated: if any obstacle obstructs

the primary ray between transmitter and receiver, connectivity between the nodes is preempted;

otherwise, there is a clear line of sight propagation path and conventional Two-Ray Ground

propagation is assumed.

Figures 5.5 presents visualizations for FS and LOS propagation, which serve as useful

illustrations of the differences between the models — compare to the AF visualization in Fig-

ure 5.3(c). In the absence of reflection, diffraction and the scattering effects of multi-path

propagation, we can view the three propagation models considered as coexisting in the same

axis (Figure 5.6). While FS assumes the attenuations to signal strength due to obstacles in the

primary ray to be always zero, LOS is the exact opposite, as it models infinite attenuation by

any obstacle. AF propagation stays in between, and adds another level of sophistication by

considering different attenuation factors for different materials.

5.4 Propagation Model Implementation

An implementation of the FS model is bundled with the ns2 network simulator, along with

implementations for other propagation models, such as Two-Ray Ground. We have created

two additional radio propagation classes for the AF and LOS models.

Our implementation of the AF model is capable of determining the perceived power at
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the receiver for any pair of nodes arbitrarily positioned inside the modeled floor plan. The

distance r between the nodes is computed, and the number of walls of each type obstructing

the primary ray (mi, 1≤ i≤σ) is determined using the environment’s AutoCAD floor plan. The

signal strength perceived by the receiver is obtained by using Equation 5.1 with the empirically

derived parameters, and the computed input values.

Our implementation of the LOS model is inherently much simpler. The same algorithm

employed in AF to determine the number of walls obstructing the primary ray is used to de-

termine line-of-sight connectivity between transmitter and receiver. If there is no line of sight,

connectivity is disallowed; otherwise, the distance r between the nodes is computed, and the

Two-Ray Ground propagation method is onvoked to determine signal strength — note that for

the typical indoor environment Two-Ray Ground reduces to Free Space.



Chapter 6

Experimental Evaluation

In this chapter we present the results of our analysis on the robustness of simplified simula-

tion models for MANET evaluation. To conduct this study, we employed several combinations

of the mobility and radio propagation models presented in chapters 4 and 5. We compared

the effects induced by the successive simplifications in the perceived performance of different

routing protocols; our main objective was to establish if any simplification is suitable as a re-

liable trend illustrator, i.e. if any of the simplifications can be deemed robust. The chapter is

organized as follows: section 6.1 describes the simulation environment and parameters. Sec-

tion 6.2 describes the simulation methodology and metrics considered. Section 6.3 presents the

main results obtained, and section 6.4 explains the reasons for those results. Finally, additional

closing remarks are presented in section 6.5.

6.1 Simulation Environment

We ran our experiments using the ns2 [17] network simulator version 2.26, augmented with the

Monarch Wireless Extensions [18]. We employed the implementations of the DSR and DSDV

routing protocols provided by the Monarch extensions, with the constants listed in tables 2.1

and 2.2, respectively. We also used the Wireless Extensions’ implementation of the 802.11

DCF MAC protocol, as well as the FS and RWP models. As previously explained, we imple-

43



CHAPTER 6. EXPERIMENTAL EVALUATION 44

mented the CM and Shell mobility models, and the AF and LOS propagation models. We also

instrumented the simulator to obtain the metrics described in section 6.2.

We report results for networks of 20, 30, 40, 50 and 60 nodes. All experiments ran for

1200 seconds of simulated time. We simulated wireless communication at a frequency of

2.4 GHz, with a channel capacity of 2 Mbps, compatible with the 802.11b standard. In all

simulations, nodes choose a speed uniformly distributed between 0.5 and 3 m/s, which we

regard as the range of human walking speeds in an indoor environment. To provide a highly

dynamic scenario and stress the routing protocols, we set the pause time to zero seconds on all

simulations.

We modeled network traffic using Constant Bit Rate (CBR) sources. A CBR traffic source

provides a constant stream of packets throughout the whole simulation, thus further stressing

the routing task. In each experiment, half the nodes in the network are CBR sources, and

each source transmits 64-byte packets at a rate of 4 per second. We experimented with higher

sending rates, packet sizes and number of sources. We omit those results, as they show similar

trends, with the predictably higher effect of network congestion.

We experimented with a variety of sensitivity thresholds for the AF model, ranging from

the default value of -91 dBm described in the Enterasys NIC specification, up to -51 dBm, with

a step of 10 dBm. Varying the sensitivity threshold is equivalent to varying the transmission

output power, and determines the degree of connectivity of the network. Based on the mappings

from Table 5.1, we experimented with FS′ effective communication ranges between 5 and 60

meters. By definition, the LOS model reflects a coarse-grained binary propagation condition,

hence we only consider a very high sensitivity threshold that will allow connectivity in a line-

of-sight situation, regardless of the distance.

All the results presented are averages of five runs over different randomly generated mo-

bility patterns. For all experiments, no significant variance was observed among different runs

for the same scenario; standard deviation values were consistently smaller than 10% of the

corresponding average.
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6.2 Simulation Methodology

In this thesis we regard the Constrained Mobility (CM) and Attenuation Factor (AF) models

as the baseline against which we compare the robustness of simplified simulation models. We

first compare CM-AF against the other less detailed propagation models, LOS and FS′. Once

we have removed the deterministic consideration of obstacles from the propagation model, we

also consider mobility models which gradually neglect obstacles: first the Shell model and then

the two variants of RWP, RWPS and RWPL.

Note that in the following sections, the LOS propagation model is briefly analyzed sepa-

rately, as it quickly demonstrates to be a very inaccurate alternative for indoor MANET simu-

lation.

The robustness of the simplified models we consider is characterized by their impact on the

routing protocols’ performance. We employ two protocols, DSR and DSDV, and evaluate them

through the following metrics:

Packet Delivery Rate (PDR): the ratio of application layer packets that were successfully for-

warded to their intended recipients by the end of the simulation. This is the main evalua-

tion metric in MANET routing protocol research. Notice that since we use CBR sources

with fixed parameters, the PDR is equivalent to the network throughput.

End-to-end Latency: for all delivered packets, the average time elapsed between generation

at the sender and reception at the destination. This includes buffering in queues, trans-

mission times, and delays waiting for successful MAC control exchanges and routing

activity.

Routing Packet Overhead: the total number of routing packets transmitted during the simu-

lation. This reflects the degree of routing activity, which is also sometimes characterized

by the normalized routing load, i.e. the ratio of routing packets transmitted to application

layer packets received.
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The way we evaluate the PDR deserves further explanation. It is possible that a packet

cannot be transmitted by its sender to the first hop of the route toward its destination, because

the number of MAC layer CTS/RTS exchange retries was exceeded, due to congestion or other

conditions. A routing protocol can then drop the packet definitely, or attempt a number of re-

transmissions. This represents a trade-off between delivery and latency: for some applications,

such as streaming, it is preferable to lose a certain number of packets and have those that ar-

rive do so in a timely manner; for other applications, such as ftp transfers, it is imperative to

successfully deliver every packet, even if some packets take longer and have to be retried many

times. In this thesis we have – rather arbitrarily – decided to favor the first scenario: if a packet

is dropped by the MAC layer at the sender, it is not counted as a delivery failure. However,

if the routing protocol does not drop the packet and attempts a retransmission, the packet is

considered still deliverable, and if it successfully reaches a different node it will be accounted

for in the PDR metric.

We further analyze the routing activity through other metrics, related to the internals of

each protocol. For DSR, we quantify the number of routing packets of each type that were

transmitted – Route Request, Route Reply, Route Error and Unknown Flow Error – and the

number of packet salvagings that happened during the simulation. For DSDV, we determine

a lower bound on the number of routing packets transmitted, obtained by applying the proto-

col constants to the particular experimental conditions of each simulation configuration. We

employ this lower bound to better quantify the overhead incurred in by the routing task.

We also consider four topology metrics that are protocol independent. These metrics are

evaluated off-line, not during simulation time but during mobility pattern generation. The

values of these metrics are thus based on nominal propagation conditions and do not account

for collisions or interference during packet transmission. The metrics reflect the combined

effect of the mobility and radio propagation models on the network topology that the routing

protocols see, and are therefore employed to explain the behavior of the protocols. Besides

absolute values, we also report normalized values for two of these topology metrics.
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Neighbor Density: the average of the number of peer nodes within connectivity reach for each

node at any given time. We normalize the neighbor density by expressing it as a fraction

of the maximum number of neighbors, n−1 for a network of n nodes.

Optimal Path Length: the average length in hops of the optimal path for those pairs of nodes

for which a path actually exists, at any given time.

Link Changes Count: the average of the number of connectivity changes between each pair

of nodes. We normalize the link changes count by expressing it as the fraction per link

or node pair, n∗ (n−1)/2 for a network of n nodes.

Link Disconnection Time CDF: every time a link between two nodes break, we measure the

period of time the link remains broken. We then report the Cumulative Distribution

Function of the link disconnection times.

The values reported for the normalized topology metrics are those for a network of 40

nodes. Because of normalization, the results for networks of different sizes are practically

identical.

6.3 Robustness of Simplified Simulation Models

Figures 6.1 and 6.2 show the PDR for the experiments we have conducted. The graphs do not

include the results for LOS propagation; we leave that analysis for later. In Figures 6.3 and 6.4

we show the latency results for the same experiments. Note that the results for the two met-

rics are intimately related: lower delivery rates are coupled with almost exponentially higher

latencies in packet delivery – the latency graphs have a logarithmic scale –. The relationship

between both metrics will be analyzed in section 6.4.

A comparison of Figures 6.1 and 6.2 provides us with the first indication that simplifi-

cations of the mobility and radio propagation models may not be robust; the effects of the

simplifications on performance are not uniform across the two protocols. While the perceived
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performance of DSDV does not seem to be affected in any way by successive simplifications

of the simulation models, the performance of DSR varies widely across the different models.

This result shows that conclusions reached about the relevance of detail in the evaluation of

one MANET protocol may not carry over between protocols, and that assuming otherwise will

likely produce misleading results.

For example, from the DSDV results it may be inferred that RWPL-FS′ – the simplest model

under consideration, where no obstacles for mobility or radio propagation are accounted for –

is a robust approximation of the significantly more complex CM-AF. The similar performance

trends presented by the protocol under both models, and the fact that the results obtained with

RWPL-FS′ are within a bounded and consistent error from the results yielded by the sophisti-

cated model, seem to bolster this assertion. Unfortunately, if we were to evaluate DSR relying

on RWPL-FS′ as our model, we would reach the erroneous conclusion that DSR outperforms

DSDV, or at least matches its performance, in most cases. Note that the exact opposite occurs

if we consider the more detailed model.

Figure 6.2 provides further evidence that simplified models are not robust: the relative

performance of DSR under different models changes dramatically as we increase the number

of nodes. For example, the protocol’s performance under CM-FS matches the results obtained

under RWPS-FS′ for 30 nodes (Figure 6.2(b)); however, as we increase the network size the

apparent equivalence between both models vanishes, and for 50 nodes DSR under CM-FS is

completely outperformed by the same protocol under the simpler model (Figure 6.2(d)).

Thus we draw our second conclusion: as we modify the experimental parameters, obser-

vations about the relevance of detail do not necessarily carry over even within the evaluation

of the same protocol. For example, assume that a researcher is evaluating an energy-aware

enhancement to DSR that attempts to reduce the energy consumption of the mobile nodes by

diminishing the transmitter output power. The assumption is that network throughput should be

sustained, or even increased, since by decreasing node connectivity more simultaneous com-

munication flows could be potentially maintained in disjunct regions of the network [61, 62].
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Figure 6.1: DSDV packet delivery rate.
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Figure 6.2: DSR packet delivery rate.
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Figure 6.3: DSDV packet delivery latency.
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Figure 6.4: DSR packet delivery latency.
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Figure 6.5: Routing protocols performance under various propagation models, including LOS,

for different network sizes. CM mobility employed.

Evaluation of this optimization under RWPS-FS′ would lead to the false conclusion that for a

network of 50 nodes san effective transmission range of 35 meters (roughly a 10 dBm output

power reduction) achieves an optimal delivery rate, very close to 100%. In contrast, experi-

ments with CM-FS′ show that at this transmission range, the average delivery rate is closer to

50% (Figure 6.2(d)), and the latency in packet delivery is an order of magnitude higher (Fig-

ure 6.4(d)). Therefore, the power adaptation policy would not be effective for this network.

Finally, Figure 6.5 illustrates the results obtained for LOS propagation. In the Figure we

compare the delivery rate obtained with the CM mobility model under FS′, LOS and AF prop-

agation; the transmission range for FS′ is set to 60 m, while the sensitivity threshold for AF

is set to the roughly equivalent -91 dBm, according to table 5.1. The results clearly show the

inadequacy of the Line-Of-Sight assumption for an indoor environment. Connectivity between

nodes is mostly preempted by the considerable number of obstacles, and multihop paths for

packet delivery are only found when nodes are opportunistically positioned in hallway inter-

sections. Delivery rates are thus steadily lower than 45% for any network size, a completely

different result from the trends presented under AF and FS′ propagation. We will therefore
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give the LOS propagation model no further consideration.

6.4 Performance Breakdown

Figures 6.6 and 6.7 show the routing overheads for DSDV and DSR, respectively, for the ex-

periments we conducted in the previous section. Notice the intimate relationship between the

routing overhead and the performance results for each experiment, the PDR and latency. The

routing overhead of DSR grows exponentially, both as the number of nodes increases and as

more sophisticated simulation models are employed, completely overloading the network and

preventing successful packet delivery. Furthermore, packets spend most of their time wait-

ing in the priority queues behind the routing packets, resulting in the dramatic latencies we

have reported. In contrast, for DSDV the overhead increases modestly with the number of

nodes, and there are also lesser overhead variations between the models. Through the use of

protocol-independent topology metrics we will explain the reasons behind the observed routing

behavior.

We start our analysis by looking into the neighbor density metric. Figure 6.8(a) plots the

normalized neighbor densities for the models we have experimented with. We can see an

interesting discrepancy between the neighbor density curves of CM-AF and CM-FS′. With a

lower transmission power, the neighbor density values of CM-FS′ are initially lower than those

reported for CM-AF; when no obstacles block the primary ray between transmitter and receiver,

AF propagation can actually reach farther in zones like hallways and large conference rooms.

However, for ranges greater than 25 meters, the situation reverses as the attenuation effects of

multiple walls become the limiting factor in AF propagation. Notice how this was illustrated in

Figures 5.3(c) and 5.5(a): in FS′ propagation, the radio coverage of a node is effectively a disk,

while for AF propagation, the attenuations induced by multiple obstacles render a non-circular

coverage zone. Thus, for the upper band of sensitivity thresholds, individual nodes in FS′ reach

an almost complete network coverage (90%), but coverage of the network with AF propagation
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Figure 6.6: DSDV routing packets overhead.
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Figure 6.7: DSR routing packets overhead.
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(a) Normalized neighbor density.
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ity and FS′ propagation.

Figure 6.8: Neighbor Density.

is restricted to 62%. Figure 6.8(b) complements this analysis by showing the absolute neighbor

densities under RWPS-FS′, for networks of different sizes: notice the extremely high number

of neighbors for the upper band of sensitivity thresholds.

A further analysis of Figure 6.8(a) shows that CM-FS′, Shell-FS′ and RWPS-FS′ have sim-

ilar neighbor densities. This result suggests that under FS′ propagation, neighbor density is

mostly dependent on the effective movement area – which is equivalent for these three mobil-

ity models –, as opposed to the specific paths taken by nodes. RWPL-FS′ models a larger space

and has a consequently lower neighbor density.

The neighbor density values have a strong relationship with the results of the second topol-

ogy metric we consider, the average optimal path length. Figure 6.9(a) shows that as the signal

strength – and therefore neighbor density – increases, path length decreases; for example, as

normalized neighbor density approaches the 100% mark, every node is within communication

range of each other, and the network ceases to be multihop, yielding an average path length very

close to one. Notice that for very low transmission powers, around -51 dBm, or the roughly

equivalent five meters FS′ transmission range, the poor connectivity conditions result in actu-
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(a) Average optimal path lengths for a network

of 40 nodes.
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(b) Average optimal path lengths for networks

of different sizes under AF propagation.

Figure 6.9: Average Optimal Path Length.

ally low average path lengths. Network partitioning isolates many nodes, and therefore fewer

paths can be established, only between pairs of nodes positioned very close to each other. How-

ever, Figure 6.9(b) shows that as we increase the number of nodes the degree of node isolation

diminishes, and thus the average path lengths fully correspond the neighbor density values.

Finally, notice that the observed relationship between AF and FS′ propagation for the neighbor

density metric is also present in the path length results.

At this point we can observe a very strong relationship between path length and routing

overhead. For both protocols, longer paths imply more routing activity. In DSR, establish-

ing longer paths translates to more retransmissions of route discovery messages, and a higher

volume of route replies. In DSDV, the distance vectors of the different nodes take longer to

stabilize into a globally consistent state, thus registering more intermediate stages in which

changes in route metrics cause more triggered updates.

As the transmission power increases and the network becomes single hop, the routing task

becomes trivial and routing overhead in DSR is negligible. For DSDV we see a similar sce-

nario; notice that for this protocol we have plotted a lower bound on the routing activity derived



CHAPTER 6. EXPERIMENTAL EVALUATION 59

−51 −61 −71 −81 −91
AF Sensitivity Threshold (dBm)

5 10 15 20 25 30 35 40 45 50 55 60

0

50

100

150

200

250

300

350

FS’ Effective Range (m)

CM − FS’
CM − AF

PSfrag replacements

∞

RWPS

RWPL

RWPL - FS’

RWPS - FS’

RWPL - FS’

RWPS - FS’

RWPL

RWPS

RWPL - FS’

RWPS - FS’

(a) Normalized link changes count for FS′ vs.

AF propagation.
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(b) Normalized link changes count under FS′

propagation.
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(c) Absolute link changes count for AF propagation.

Figure 6.10: Link Changes Count.
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from the proactive component, the periodic updates. The lower bound determines the mini-

mum number of packets that will be transmitted no matter what circumstances, and is given by

Equation 6.1

LowerBoundDSDV = n∗ (T/∆), (6.1)

where n is the number of nodes, T is the simulation time, and ∆ is the full update period.

The previous analysis, however, fails to explain the overhead of both protocols under AF

propagation. The routing overhead is consistently larger in all cases, disobeying the trend

indicated by the path length values; moreover, for many scenarios it does not decrease with

shorter paths. To explain this behavior, we turn our attention to Figure 6.10(a), which shows

the most significant difference between AF and FS′ propagation: the dramatic difference in

the number of link changes between both models. In CM-AF, the radio connectivity between

two nodes suffers abrupt changes as the nodes move, since the corresponding primary ray

is continuously obstructed by new obstacles. The sudden attenuations induced by the new

obstacles result in numerous short disconnections. Figure 6.10(c) shows the overwhelming

number of link breakages experienced under AF propagation in networks of different sizes.

In contrast, with FS′ propagation connectivity degrades slowly and smoothly as nodes move

away, thus resulting in a much smaller number of link changes. Albeit smaller, there is a

significant difference in the number of link changes between CM-FS′ and the other mobility

models using FS′ propagation, as can be seen in Figure 6.10(b). In CM-FS′ nodes move away

from one another much more quickly by traversing graph edges – walking through hallways

– in opposite directions; this in turn causes a higher rate of link changes. Notice that as radio

connectivity in Free Space increases and each node acquires complete network coverage, the

number of link changes sinks toward zero.

Figure 6.11 shows us that indeed most of the disconnections in AF propagation are short-

lived. We can see that most of the link breakages (as much as 88% with a sensitivity threshold

of -91 dBm) last less than one second. As the sensitivity threshold increases, and connectivity
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Figure 6.11: Cumulative Distribution of link disconnection times, for a network of 40 nodes

with CM mobility and AF propagation. A typical FS′ configuration is offered for comparison.

consequently decreases, it is less likely for nodes to establish weaker links with faraway peers,

more susceptible to experience these short disconnections. It is interesting to notice that the

network size does not affect the distribution in the duration of link breakages; Figure 6.12

illustrates this.

The smooth and continuous characteristic of Free Space propagation results in a different

behavior. Even though the duration of the link breakages under FS′ propagation is still affected

by the transmission range, we can see in Figure 6.13 that the variation is significantly less

pronounced than in AF propagation. Most importantly, the duration of the link breakages is

longer than in AF propagation, as can be seen in Figures 6.11, 6.12 and 6.13. However, the

massive difference in the total number of link breakages represents a significant factor in the

protocols behavior.

For DSDV, more link breakages means more triggered updates. The CM-AF routing over-

head curves in Figure 6.6 illustrate this. However, DSDV is not a reactive protocol, and hence
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Figure 6.12: Link disconnection time CDFs, for CM mobility and networks of different sizes.
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FS′ propagation.
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the degree of triggered update generation is controlled enough – review the timing constraints

we listed in Table 2.2 – to prevent the protocol from collapsing. In general, DSDV is considered

a sub-optimal protocol because it fails to converge in scenarios with rapid movement; in [7] it

is reported to reach a roughly 70% PDR for nodes moving with a Vmax of 20 m/s. However,

while this lower performance is due to the intrinsic lack of quick adaptability of the protocol –

a result of the same timing constraints that beneficially moderate its behavior in the scenarios

we have considered – it is unlikely that node movement in indoor scenarios will reach such

high speeds.

DSR is seriously affected by the much higher rate of link changes in CM-AF and CM-FS′.

The protocol automatically reacts to any link breakage, short-lived or not. Route error packets

are generated, and the cache is aggressively exploited to find alternative routes; with salvaging

enabled, cache utilization will be substantially larger. However, the routes present in the cache

offer no freshness guarantees: they may very well be stale routes, given the high number of

link breakages occurring. Traffic is thus reinjected into the network using routes that may fail

to deliver the packet; besides further occupying the scarcely available channel, the triggering

of a potentially needed route discovery cycle is postponed. When the route discovery is finally

started, the network is further clogged, leading to a congestion breakdown. As the number

of nodes in the network increases, the higher number of link changes and neighboring nodes

exacerbate the congestive effect.

In Table 6.1, we further explore the behavior of DSR by looking into three particular sce-

narios, with equivalent number of nodes and transmission power, but decreasing performance.

We can identify a relationship between the increasing number of packet salvages and DSR’s

breakdown. We can also see that regardless of the situation, 90% or more of DSR’s traf-

fic is composed of unicast packets, much more costly than non-propagating broadcasts – the

only type of routing packet in DSDV –, due to the RTS/CTS/DATA/ACK exchanges of the

802.11 DCF MAC protocol. Unicast packets that need to be forwarded along a multihop route

are more susceptible to suffer multiple retransmissions in the hostile conditions we have de-
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Experiment RWPS - FS′ CM - FS′ CM - AF

35 m range 35 m range -81 dBm threshold

PDR 99.96 42.61 11.24

Latency (ms) 43.33 11178 18608.39

Normalized Routing Load 17.81 484.62 5272.21

Routing Packets 27968.3 324167.8 929543.7

Route Request 1506.4 (5.39%) 29373.1 (9.09%) 87211.1 (9.38%)

Route Reply 23890.1 (85.41%) 251513.5 (77.58%) 689231.1 (74.15%)

Route Error 2571.3 (9.19%) 41316.2 (12.73%) 151025.2 (16.25%)

Unknown Flow Error 0.4 (0.01%) 1965 (0.6%) 2076.3 (0.22%)

Number of Packet Salvages 3509.2 114003.9 255055.4

Ratio of Salvaging per Packet 0.0224 0.7267 1.6258

Table 6.1: Detail of DSR routing activity for 50 nodes. For all experiments, 156875

application-layer packets are generated throughout the simulation.

scribed. Note that in scenarios with a bad performance, the number of route replies is extremely

large; each retransmission is counted as one single transmission, since it occupies the wireless

channel and prevents a rather large number of neighboring nodes from progressing in their ac-

tivity. However, the 802.11 control exchanges for unicast packets are not completely effective

in preventing collisions in scenarios with node mobility. Unfortunately, DSR assumes that any

failure from the MAC layer to transmit a packet is due to a link breakage – even if the failure

was caused by congestion, in the form of collisions or interference –, thus triggering the cycle

of activity we have described, and further congesting the channel. This is a fine example of the

care that must be taken for cross-layer interactions while designing a network protocol.
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6.5 Discussion

While the CM-AF model is significantly more detailed than the simple models used in main-

stream simulators (i.e. RWPL-FS′), the model makes several simplifying assumptions, such as

not modeling multiple floors or assuming a time-invariant channel, and therefore its robustness

as a simplification of real-life conditions is not guaranteed.

Moreover, we conducted our experiments in a single indoor floorplan. Despite the com-

plexity of such environment, both in terms of the layout and composition of its obstacles, it is

not guaranteed that simplifying the simulation models in other indoor environments will have

the same detrimental effects — or negligible effects for some cases, such as the 20 and 30

nodes experiments.

In this light, one should be careful not to view the results we present for DSDV and DSR

as absolutely realistic predictors of the expected protocol performance in real-life indoor envi-

ronments. Instead, in this thesis we consider the CM-AF results only as a benchmark against

which to compare the simplified models. Given that the simplified models are not robust sim-

plifications of CM-AF in our environment, we hypothesize that it is very unlikely that they are

robust simplifications of real-world environments.

Following this hypothesis, we can also extract other interesting observations from the ex-

perimental results we have presented so far:

1. There is a drastic difference in the performance of DSR between CM-AF and CM-FS′,

a strong indication that the sophistication of the radio propagation model can affect the

results of the evaluation. The results obtained for LOS propagation further support this

claim.

2. There are important differences in the delivery rate of DSR under CM-FS′ and Shell-

FS′, which indicates that a sophisticated mobility model that contemplates internal walls

– even without considering the effects these obstacles may have on radio propagation –

can affect significantly the results of the evaluation.
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3. It appears that Shell-FS′ and RWPS-FS′ are equivalent models, since they yield practi-

cally the same performance in each experiment, and also present very similar values for

each topology metric. We can conclude that once we have removed internal obstacles,

both from the mobility and propagation models, external walls do not have a significant

effect on the simulation results; it seems that the effective area of movement for the nodes

becomes the only differentiating parameter.

Finally, we need to highlight the fact that while the effects that different simulation models

have on the network topology – measured by the metrics we have presented in this thesis –

are regular, intuitive and foreseeable, these sound characteristics do not necessarily translate

into the performance trends of the routing protocols. Disregarding the two extreme cases – a

lightly loaded network of 20 or 30 nodes and a completely overloaded network of 60 nodes in

the DSR case –, we have verified that uniform topological trends translate into widely varying

performance results, depending on the protocol used.

We have found that the internals of each protocol, and their interactions with other layers

of the network stack, such as the MAC layer and presumably the transport layer, are complex

and often surprising. In quantifying somehow these protocol dynamics, and devising a method

to predict the effects of such dynamics on scenarios with uniform topological trends, lies a

challenge that might render non-robust simplified simulation models usable as reliable trends

illustrators.



Chapter 7

Related Work

In this Chapter we review related work in three areas:

• Improved mobility modeling.

• Realistic radio propagation models.

• Critical analyses of simulation models for MANET evaluation.

7.1 Mobility Modeling

Among the extensive literature on the RWP model, we highlight those efforts targeting the

behavioral aspect of node mobility. Betstetter [28] and Camp et al. [12] reviewed several

variations of RWP. In general, statistical distributions are employed to correlate the choice of

new movement destinations or directions to past decisions. For instance, the Gauss-Markov

Mobility Model [63] divides the simulation time into a fixed number of slices, and the speed

and direction of a node in the nth slice is highly dependent on the values chosen for the nth −1

slice. Another type of statistical behavioral modeling is presented in [64], in which exponential

distributions are employed to influence the choice of node destinations.

A second family of node mobility models are those that model group behavior [65], also

reviewed in [12, 66]. In a typical group mobility model, nodes are clustered into groups, and

67
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each group has a particular reference point. A node mobility model is used for each reference

point, and a second mobility model governs the behavior of the associated nodes. Examples

range from nodes orbiting randomly around the reference point, to nodes moving in an ordered

line, or “chasing” the reference point.

A framework for systematically defining the behavior of a set of mobile nodes has been

presented with the GEMM tool [13], which attempts to enable the modeling of node behavior

after human activities. The tool therefore provides a set of constructs for designing behavioral

models, including attraction points, activities and roles. It is worth pointing out that this work

is at a very early stage, and it is not yet clear which of these constructs is useful, or usable.

Given that the emphasis of the CM model is placed on the modeling of physical obstacles,

research on the behavioral aspects of node mobility is complementary to the work we have

presented in this thesis. However, there is also a significant number of research papers devoted

to the modeling of physical obstacles for mobility. Similar to CM, an enhanced mobility model

uses some sort of graph to specify the physical constraints imposed on node movement. In

general, these models target outdoor environments exclusively.

The City Section Mobility Model [67] uses a bi-dimensional grid to model vehicle move-

ment on city streets in a coarse-grained manner. Node movement takes place between regularly

spaced points in the grid, with the additional constraint that the translation from one grid in-

tersection to another must involve at least one change of direction in each axis (dimension).

Tian et al. [15] present a more flexible model in which an arbitrary user-defined graph, cor-

responding to the layout of the streets in a city, is used to restrict the movement of nodes. A

third approach is presented by Jetcheva et al. [23], in which actual traces of city buses were

used as the mobility pattern of nodes. Barring the natural transient offsets between the planned

and actual schedules of a bus for a particular day, the novelty of this approach resides in its

usage of a real-life mobility pattern, instead of presenting a model governed by a set of rules

and random decisions.

The Obstacle Mobility Model (OM) [14] also provides modeling of physical obstacles, but
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at the smaller scale of building-to-building movement in a campus. OM uses automatically

generated Voronoi graphs, based on the placement of rectangular boxes representing buildings

– obstacles – in the modeled topography.

While many research groups have focused on outdoor environments, there is little work on

indoor MANET simulation. Johansson et al. [8] considered conference, event coverage, and

disaster area scenarios, with a few simple obstacles. Most of the nodes in the simulation are

static or have little mobility, and only a few distinguished nodes move back and forth around

predefined paths. Of the scenarios modeled, the conference room is the only indoors one.

Finally, the CAD-HOC [68] tool is presented as a “cousin” tool to the ns2 simulator for

designing mobility patterns. Similar to the Obstacle Mobility model, CAD-HOC allows the

arbitrary placement of obstacles in a topography; however, these obstacles can be sufficiently

small to represent the layout of an indoor environment. Node mobility is only allowed in the

areas with no obstacles, and the user can choose among a variety of random walk models for

the nodes to move within these empty areas.

In general, there are two areas of physical mobility modeling in which little or no work has

been carried out: the modeling of indoor environments, and the use of the original specification

of an environment to model node mobility. Both of this issues are covered by our CM model,

which models indoor environments based on their AutoCAD blueprints. The use of AutoCAD

floor plans enables faithful modeling of fine-grained obstacles and significantly more complex

indoor environments.

7.2 Radio Propagation Modeling

The literature on radio propagation models for wireless communication is abundant, dating

back to the 1940’s and 1950’s, several years before the concept of MANETs. In general,

radio propagation models are classified as indoor or outdoor models, and as deterministic or

probabilistic models. Additionally, they are classified as models targeting the effects of large
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scale fading or those modeling small scale fading.

The AF model we employ in this thesis is derived from the original Attenuation Factor

model proposed by Rappaport and Seidel [55, 56]; we have removed the Floor Attenuation

Factor component, which allows consideration for multiple floors. A simpler variant of AF,

called the Wall Attenuation Factor, was used in RADAR for location tracking [30]. In RADAR,

the WAF model assumes a unique attenuation factor for all walls, and places an upper bound

on the number of walls obstructing the primary ray that are taken into consideration. To the

best of our knowledge, the AF model (or any variant of it) has never been used in MANET

simulation prior to our work.

The AF model is an indoor deterministic model that in principle neglects the effects of

multi-path propagation; it could be argued that since the model is derived from empirical mea-

sures, it integrates multipath effects into its parameters to a certain extent. A much more com-

putationally expensive deterministic model that explicitly accounts for multipath fading effects

is ray-tracing. Ray-tracing is based on the typical lighting algorithms employed in computer

graphics, where a set of rays are cast from a light/radio source, and the multipath interactions

of each ray with the environment – reflection, diffraction and scattering – are traced. Even

though it is certainly more accurate than AF, the ray-tracing algorithm for a very simple indoor

environment can be extremely time-consuming, even for a low number of rays cast and interac-

tions considered. This complexity is the reason why ray-tracing implementations for MANET

simulators [16] remain very limited in their scope.

In contrast to deterministic models, probabilistic propagation models simulate a homoge-

neous aggregate medium; stochastic methods are used to reproduce the variations in signal

strength induced by obstacles. A very simple probabilistic augmentation to a deterministic

model is Shadowing, which is provided by the ns2 [17] simulator, along with Two-Ray Ground

and FS. The Shadowing model augments PL deterministic propagation with a zero-mean Gaus-

sian random variable; the effect of this probabilistic component is an irregularity in the fringes

of the coverage disc of a node.
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Simulation of Indoor Radio Channel Impulse-Response Models (SIRCIM) [55, 69] is the

most well-known example of probabilistic radio propagation modeling for indoor environ-

ments, simulating both large and small scale fading at the MAC and physical layers. Prob-

abilistic distributions, such as Ricean and Rayleigh [70], are especially useful when modeling

the effects of small scale fading; Ricean fading is employed for Line-Of-Sight conditions, while

Rayleigh fading is employed in harsher non Line-Of-Sight situations. A good example on the

use of Ricean and Rayleigh distributions in the scope of MANET simulations is the work by

Takai et al. [71, 72]. Different researchers who have attempted experimental implementation

of MANETs have shown that neglecting the effects of small scale fading is one of the most

prejudicial simplifications of simulation [6, 5].

7.3 MANET Simulation Accuracy

Studies on simplified simulation models have focused on the limitations of either the mobility

or the propagation model considered individually. Moreover, the potential effect that a simu-

lation model enhancement may have in the evaluation of MANET routing protocols has been

analyzed in a purely quantitative manner. In general, the papers cited in the previous sections of

this chapter only report the numerical differences in performance between common simplified

models and their new proposals.

We have been surprised by the scarcity of papers addressing the effects of simplified simu-

lation models on the evaluation of MANETs in a qualitative manner. The relatively few studies

of this kind usually focus on the effects of one model considered individually, and not on the

combination of both mobility and radio propagation. A usually cited reference is the work by

Heidemann et al. [73] on the characterization of the level of detail needed for different wireless

simulation scenarios. This is a first indication of the lack of robustness of simplified simulation

models: a simple propagation model is shown to be reliable enough for a certain scenario, but

utterly inaccurate for a second distinct situation.
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Lui et al. [11] gathered data from an experimental MANET deployment, and then compared

the network performance to simulations with different radio propagation models, ranging from

simple FS to Shadowing with Ricean and Rayleigh small scale fading. Their results show that

“the inaccuracy ... introduced by the propagation model is not-uniform and can undermine a

performance comparison of different protocols”. However, this track is not explored in depth,

as the authors are more concerned in showing the good properties of their simulation method-

ology; furthermore, only the need for validation of radio propagation models is addressed. We

complement this result by showing that a well validated simplified simulation model is unre-

liable for any scenario different from that where the model was validated, even those with the

minimal differences.

A result similar to that of Liu et al. was presented in [74], also for the case of radio propaga-

tion. However, this work was not so much a comparison of simulation models but of simulators

themselves, in this case ns2 versus GloMoSim. Discrepancies between simulators have also

been reported in [75], adding OpNet Modeler to the set of simulation tools under scrutiny. In

general, the conclusions of the authors point to incomplete or inaccurate implementations of

the 802.11 MAC and PHY layers as the main reason behind the observed inconsistencies.

These results complement ours in a troubling manner: they indicate that the MANET re-

search community not only has to rethink the way their simulation models work, but also the

way their simulation tools work. From a more general point of view, Pawlikowski et al. [76]

also address the credibility problems of wireless simulation methodology. They review the in-

creasing number of telecommunication networks simulation-based research papers, and assess

the need for more rigorous simulation input generation and output data analysis.

To the best of our knowledge, we are the first group to consider detailed propagation and

mobility models in conjunction, to focus on indoor environments, to identify robustness as a

desirable property of simulation models, and to evaluate this qualitative property for commonly

used simplified simulation models.
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Conclusions and future work

In this thesis we have addressed the robustness of simplifications of the mobility and radio

propagation models for indoor simulation of MANET routing protocols. A simplification of

a mobility or radio propagation model is robust if the results obtained with the simplification

for different protocols and simulation conditions are within a consistent error of the expected

result yielded by the unsimplified model. Robust simplifications allow researchers to extrapo-

late simulation results and reach reliable conclusions on the expected performance of real-life

deployments.

We have developed two new detailed simulation models for indoor scenarios: Constrained

Mobility and Attenuation Factor. Both models deterministically account for the presence of

obstacles of different materials in the environment under consideration. Experimental results

show that simplifications of these simulation model are not robust for (at least) indoor envi-

ronments. The simplifications we considered had drastically different effects on the perceived

performance of the two protocols we evaluated. Even for the same protocol, the effects on

perceived performance varied erratically for different simulation configurations.

These results cast serious doubt on the validity of simulation-based MANET evaluations

using simplified models. Even if a simplified model appears to be a good approximation for

evaluating a specific MANET scenario, there are no assurances that the model will be valid
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for other routing protocols, or even the same protocol under different experimental conditions.

This troubling conclusion is a compelling indication of the importance of further research on

the development and validation of realistic models for indoor MANET simulation.

Addressing this sore need has become our preeminent future research goal. Even though

detailed models such as those presented in this thesis, CM and AF, are more accurate alterna-

tives for MANET simulation and will likely yield more reliable results, it is also true that these

models require a significantly larger implementation effort and impose longer simulation run

times. In order to minimize user effort and maximize time efficiency, we need to investigate

under which conditions can simplified models be used and still yield acceptable results. For

example, there does not seem to be any significant difference between the results obtained with

RWPL-FS′ and CM-AF for the DSDV routing protocol; however, translating such assumption

to the use of DSR would be a gross mistake. It therefore becomes instrumental to devise a

method that identifies the minimum level of simulation detail required to obtain reliable results

for a given experimental scenario.

Our plans for future work span three other directions. We will concentrate our efforts on

further validating the results we have obtained, by applying the same methodology to other

indoor scenarios. We will carefully choose indoor floor plans that offer a variety of challenges

departing from those presented by the Bahen Centre. We plan to work with even more com-

plex scenarios, with modern and intricate architectural designs, but also to consider simpler

scenarios with a more regular layout.

Our third goal for future research is to enhance the simulation models we have presented.

Both models currently do not take into account smaller obstacles such as furniture, or the

presence of other people. Also, for Constrained Mobility, we plan to complement the model

with one of the behavioral modeling proposals we have found in the literature. For Attenuation

Factor, we want to add a small scale fading component – most likely by adding Ricean and

Rayleigh fading distributions, which are already available for the ns2 simulator –, as it has

been thoroughly shown that assuming a time-invariant channel leads to incomplete results and
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erroneous design decisions in routing protocol development.

Finally, our fourth future work goal entails the extension of the simulation models to con-

sider three-dimensional floor plans. This goal can be attained through addition of a third co-

ordinate to the CM mobility graph’s vertices, and by reinserting the Floor Attenuation Factor

component to the AF model. Validation of a three-dimensional propagation model will be,

however, a much more complex and certainly rewarding task.



Appendix

Empirical Signal Strength Measurements

We present the empirical data gathered from our signal strength measurements. Figure A.1

depicts the Bahen’s fifth floor, with the subset of the mobility graph employed to obtain the

random locations for measurements. The parts of the mobility graph that were cropped out

represent offices to which we could not obtain access. Notice that each vertex in the graph is

numbered to facilitate the usage of Table A.1, where the measurements performed are listed.

For each measurement we provide the pair of locations involved, the distance between those

two locations, the average signal strength recorded, and the number of primary-ray obstructing

walls for each of the four combinations of materials we considered.
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Figure A.1: Subset of the CM mobility graph employed to obtain the measurement locations,

superimposed on the Bahen’s fifth floor blueprint.
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A B Distance(m) Signal Strength (dBm) steel/cement drywall/wood glass brick

80 59 14.435892000 -100.050003000 1 2 0 0

80 16 49.085700000 -98.883331500 2 1 1 0

80 68 21.095390000 -78.283333000 1 2 0 0

80 40 37.750232000 -89.366669000 1 5 2 0

80 35 43.301244000 -93.650001500 1 7 2 0

80 47 34.344593000 -92.483330000 0 4 2 0

80 48 28.085076000 -83.783340000 2 2 3 0

80 90 60.608369000 -108.500000000 1 1 0 2

80 65 11.771343000 -62.250000000 0 2 0 0

80 55 21.732997000 -75.849998500 1 2 0 0

82 11 79.429411000 -112.000000000 4 19 2 0

82 91 37.431250000 -64.599998500 0 0 0 0

82 88 15.184375000 -55.816665500 0 0 0 0

82 67 35.407461000 -99.016662500 2 5 0 0

82 36 47.026959000 -113.000000000 3 5 3 2

82 69 28.433254000 -95.983337000 4 4 0 0

82 86 9.181250000 -47.733329500 0 0 0 0

82 83 5.770492000 -72.416664000 1 0 0 0

82 56 38.555188000 -101.750000000 3 8 0 0

84 60 69.640481000 -95.750000000 3 6 0 1

84 68 34.529498000 -87.766670000 3 6 0 0

84 82 3.531250000 -50.799995500 0 0 0 0

84 75 15.890625000 -62.216667500 0 0 0 0

84 47 46.713079000 -111.500000000 3 12 0 0

84 70 21.706311000 -82.433334000 3 7 0 0

84 87 9.534375000 -46.683334000 0 0 0 0

83 91 37.873435000 -99.466667000 1 2 2 0

90 84 33.968995000 -105.333335500 2 3 0 0

90 91 2.163934000 -76.766663000 1 0 0 0

90 89 13.592110000 -87.950004500 1 1 0 0

90 88 22.351869000 -96.649994000 1 2 0 0

90 87 24.461527000 -97.783333000 1 2 0 0

77 72 4.037978000 -53.099998500 0 1 0 0

77 67 26.478997000 -82.483330000 1 6 0 0

77 47 32.641294000 -109.966667000 1 9 0 0

77 63 44.810449000 -86.283333000 1 6 0 0

77 86 19.930650000 -88.566666000 3 6 0 0

77 85 17.955847000 -92.099998500 3 6 0 0

77 75 7.411938000 -64.849998500 2 2 0 0

88 76 26.567640000 -95.783332500 0 5 0 1

88 67 43.122991000 -99.183334000 2 4 1 2

Table A.1: Empirical Signal Strength Measurements.
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A B Distance(m) Signal Strength (dBm) steel/cement drywall/wood glass brick

88 76 26.567640000 -95.783332500 0 5 0 1

88 91 22.246875000 -52.666664000 0 0 0 0

88 71 30.149992000 -83.099998500 0 7 0 1

88 84 11.653125000 -61.516662500 0 0 0 0

88 87 2.118750000 -37.550003000 0 0 0 0

48 39 12.849778000 -58.483337000 0 2 0 0

48 12 25.039559000 -76.033333000 0 6 2 0

48 75 48.500871000 -99.516670000 1 6 1 0

48 36 23.126463000 -84.049995500 1 7 0 0

48 38 7.930080000 -51.266670500 0 2 0 0

48 73 42.148585000 -97.883331500 0 7 1 0

48 28 24.744096000 -92.683334500 4 8 0 0

48 72 39.523963000 -96.000000000 0 6 1 0

85 71 22.968960000 -84.133331500 2 8 0 0

85 64 52.419287000 -90.449997000 2 7 2 0

85 67 38.446630000 -95.699997000 2 6 0 1

85 53 45.514636000 -108.450004500 1 8 0 1

85 82 7.062500000 -45.166671500 0 0 0 0

85 69 32.138840000 -94.266670500 1 4 0 1

85 91 30.368750000 -60.000000000 0 0 0 0

85 89 16.950000000 -55.483337500 0 0 0 0

85 84 3.531250000 -40.333336000 0 0 0 0

10 64 40.903800000 -101.683334500 3 6 3 0

10 16 14.426230000 -50.516662500 0 0 0 0

10 15 11.901639000 -47.516670000 0 0 0 0

10 44 31.122547000 -89.900001500 0 7 0 0

10 69 53.744943000 -107.616661000 1 11 4 0

10 18 20.918033000 -52.716667000 0 0 0 0

10 19 24.163934000 -57.116668500 0 0 0 0

10 3 38.862251000 -95.483337000 0 10 0 0

10 65 42.659615000 -105.716667000 2 5 4 0

39 56 16.596875000 -53.266662500 0 0 0 0

39 32 10.832029000 -66.699997000 1 5 0 0

39 74 36.366782000 -97.866661500 2 6 0 2

39 10 33.406913000 -76.866668500 1 5 0 0

39 13 28.124197000 -82.966667000 0 6 0 0

39 45 1.059375000 -42.183334000 0 0 0 0

16 28 25.276218000 -97.133331500 3 4 0 0

16 74 57.955684000 -104.766670000 0 12 1 1

16 12 9.737705000 -46.399994000 0 0 0 0

16 33 18.484467000 -71.766662500 0 4 0 0

Table A.1: Empirical Signal Strength Measurements (cont.).
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A B Distance(m) Signal Strength (dBm) steel/cement drywall/wood glass brick

16 42 16.984214000 -62.866661000 0 3 0 0

16 70 51.267668000 -93.333335500 1 12 0 0

16 58 38.741789000 -105.916671500 1 6 3 0

16 54 31.092994000 -79.366661000 0 3 3 0

16 15 2.524590000 -35.316665500 0 0 0 0

16 60 42.499237000 -94.983330000 3 6 3 0

13 53 35.901068000 -82.083335500 0 8 1 0

13 55 28.141726000 -78.500000000 0 3 3 0

13 25 9.887564000 -60.466667000 1 3 0 0

13 23 23.509020000 -78.133331000 0 2 0 0

13 14 2.163934000 -37.816673000 0 0 0 0

13 69 49.616034000 -99.166664000 1 11 1 0

13 18 14.786885000 -47.949997000 0 0 0 0

13 63 38.571589000 -89.916671500 0 4 3 0

13 65 40.287007000 -101.783332500 3 3 2 0

54 19 36.640877000 -88.466667500 1 3 3 0

54 65 21.854093000 -76.433334500 3 3 0 0

54 63 15.933504000 -67.116668500 0 2 1 0

54 16 31.092994000 -79.366661000 0 3 3 0

54 55 11.901639000 -48.966667000 0 1 0 0

54 57 7.341986000 -51.599998500 0 0 1 0

54 72 54.771968000 -86.116668500 1 6 1 0

54 68 34.487076000 -80.300003000 1 4 0 0

54 30 23.910946000 -63.966660000 0 1 3 0

54 75 64.353362000 -92.950004500 0 8 2 0

53 52 4.943750000 -41.466667000 0 0 0 0

53 72 26.527906000 -87.599998500 0 4 0 0

53 38 20.003963000 -63.516662500 0 4 1 0

53 81 39.948187000 -86.233330000 2 2 1 0

53 18 28.535099000 -75.616669000 1 4 1 0

53 82 41.140035000 -109.599998500 3 10 0 0

53 59 13.242201000 -83.183334500 1 0 1 0

53 14 34.526985000 -75.533333000 1 6 1 0

53 57 25.599081000 -78.150001500 1 2 1 0

60 61 4.327869000 -44.683334500 0 0 0 0

60 62 9.016393000 -52.400001500 0 0 0 0

60 63 16.229508000 -47.333336000 0 0 0 0

60 65 23.442623000 -58.449997000 0 0 0 0

60 66 26.688525000 -55.433334500 0 0 0 0

60 67 34.622951000 -62.783333000 0 0 0 0

60 69 42.196721000 -62.550003000 0 0 0 0

Table A.1: Empirical Signal Strength Measurements (cont.).
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A B Distance(m) Signal Strength (dBm) steel/cement drywall/wood glass brick

60 70 53.016393000 -63.850006000 0 0 0 0

60 72 58.065574000 -61.983329500 0 0 0 0

60 75 67.803279000 -67.450004500 0 0 0 0

62 8 50.881191000 -106.099998500 2 13 3 0

62 31 29.525633000 -79.083335500 0 1 4 0

62 63 7.213115000 -47.716660000 0 0 0 0

62 45 32.913128000 -85.400001500 1 5 2 0

62 81 14.017788000 -64.616668500 1 2 0 0

62 15 38.813631000 -81.433334500 0 4 3 0

62 58 9.962518000 -78.800003000 1 4 0 0

62 41 23.639404000 -74.466667500 0 2 3 0

62 5 47.627689000 -90.033333000 1 9 0 0

62 69 33.180328000 -62.199997000 0 0 0 0

41 44 11.901639000 -50.966667000 0 0 0 0

41 59 19.293960000 -95.133339000 1 0 3 0

41 62 23.639404000 -74.466667500 0 2 3 0

41 17 17.064438000 -95.100006000 0 3 0 0

41 50 7.832973000 -50.450004500 0 1 0 0

41 38 2.471875000 -40.650001500 0 0 0 0

4 75 55.583807000 -105.633331000 3 7 1 2

4 33 14.416666000 -57.433334000 0 2 0 0

4 6 5.159118000 -60.650001500 0 1 0 0

4 38 21.496675000 -73.616661000 1 5 0 0

4 50 26.240696000 -76.883331500 1 5 1 0

4 25 29.818184000 -108.416664000 1 6 0 0

4 19 4.340885000 -45.133331500 0 2 0 0

4 3 11.948694000 -64.500000000 0 3 0 0

4 59 39.575231000 -109.233330000 2 6 3 0

4 10 26.921127000 -66.366661000 0 7 0 0

44 55 18.109395000 -68.616669000 0 3 2 0

44 31 28.395257000 -75.266663000 1 6 1 0

44 32 14.150717000 -73.199997000 1 3 0 0

44 78 32.378339000 -62.533333000 0 3 2 0

44 65 22.716240000 -74.416671500 2 1 3 0

44 76 36.674007000 -105.949997000 1 6 0 0

44 42 8.295082000 -56.216667000 0 0 0 0

44 38 12.155624000 -64.883331000 0 2 1 0

6 39 18.138914000 -68.616669000 2 4 0 0

6 63 45.195031000 -96.449997000 1 8 3 0

6 7 1.442623000 -39.883338500 0 0 0 0

6 48 27.342107000 -88.266663000 0 9 1 0

Table A.1: Empirical Signal Strength Measurements (cont.).
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A B Distance(m) Signal Strength (dBm) steel/cement drywall/wood glass brick

6 13 25.725589000 -70.933334500 0 5 0 0

6 28 12.029915000 -70.533333000 4 4 0 0

6 3 7.172538000 -68.616669000 0 2 0 0

6 74 48.397087000 -107.183327000 4 7 2 2

42 61 28.092346000 -72.399994000 0 2 1 0

42 18 16.845798000 -64.783332500 0 3 0 0

42 65 21.567781000 -79.966667500 2 1 3 0

42 43 3.967213000 -40.849998500 0 0 0 0

42 67 24.786335000 -77.366669000 1 3 3 0

42 71 39.559230000 -100.333328500 1 7 1 0

42 78 34.394504000 -76.516663000 0 4 3 0

1 5 7.062500000 -56.083328500 0 1 0 0

1 21 9.534375000 -54.799995500 0 1 0 0

1 23 11.300000000 -53.933334500 0 1 0 0

1 33 20.128125000 -61.500000000 0 1 0 0

1 39 25.071875000 -68.916664000 0 1 0 0

1 45 26.131250000 -63.566666000 0 1 0 0

1 46 28.956250000 -62.750000000 0 1 0 0

1 52 31.781250000 -60.083336000 0 1 0 0

1 53 36.725000000 -64.716667000 0 1 0 0

1 56 41.668750000 -70.266662500 0 1 0 0

1 56 41.668750000 -70.266662500 0 1 0 0

73 42 44.195014000 -99.466667000 1 8 1 0

73 89 37.011748000 -95.316665500 2 10 0 0

73 75 6.852459000 -45.516670500 0 0 0 0

73 68 23.803279000 -56.750000000 0 0 0 0

73 36 32.921719000 -109.766663000 0 2 3 2

73 53 29.180340000 -88.116668500 0 7 0 0

73 84 17.305148000 -70.250000000 2 3 0 0

73 62 51.934426000 -61.316666000 0 0 0 0

73 40 33.349895000 -102.583336000 1 7 1 2

73 69 18.754098000 -58.183334500 0 0 0 0

54 15 30.005119000 -81.033333000 0 4 3 0

54 26 21.297717000 -64.599998500 0 1 3 0

54 58 7.689757000 -74.150001500 1 1 0 0

54 18 34.586446000 -82.583336000 0 4 3 0

54 61 10.593750000 -46.949997000 0 1 0 0

54 59 20.633160000 -92.433334000 1 3 0 0

54 38 19.702257000 -68.866668500 1 0 3 0

56 65 12.059375000 -51.133331000 0 2 0 0

56 70 20.035252000 -71.833336000 0 4 0 0

Table A.1: Empirical Signal Strength Measurements (cont.).
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A B Distance(m) Signal Strength (dBm) steel/cement drywall/wood glass brick

56 57 24.907785000 -63.250000000 0 2 1 0

56 11 42.236444000 -80.900001500 1 6 3 0

56 74 29.117355000 -73.683334500 0 6 0 0

56 69 10.239428000 -64.416664500 0 3 0 0

56 75 34.429038000 -76.449997000 0 7 0 0

57 34 35.525471000 -89.500000000 0 7 3 0

57 55 9.162506000 -51.016662500 0 1 0 0

57 67 26.079426000 -70.566665500 2 4 0 0

57 59 14.580988000 -86.283332500 1 2 0 0

57 61 6.813437000 -56.699997000 0 1 0 0

57 41 19.242639000 -61.883331500 0 1 3 0

57 39 30.512598000 -77.883331000 0 4 2 0

57 23 40.087436000 -84.283333000 0 6 1 0

57 76 49.660604000 -108.016663000 3 8 0 0

79 46 34.527788000 -90.416664000 3 2 5 0

79 62 13.109657000 -52.316666000 0 2 0 0

79 67 21.404504000 -72.466667000 1 2 0 0

79 56 24.486868000 -80.416664500 2 4 0 0

79 59 15.546497000 -99.099998500 2 2 0 0

79 70 38.381102000 -87.866669000 1 6 0 0

79 32 47.712471000 -108.716667000 4 12 2 0

79 16 49.149257000 -84.733337000 2 2 2 0

24 46 17.964110000 -87.700004500 3 5 0 0

24 66 37.903476000 -104.183334500 3 8 2 0

24 52 20.456704000 -87.950004500 4 9 0 0

24 69 34.260719000 -102.383331500 0 3 1 1

24 20 12.519480000 -74.500000000 3 1 0 0

24 35 7.794517000 -61.050003000 2 1 0 0

24 22 2.471875000 -38.250000000 0 0 0 0

24 53 24.989531000 -87.766670500 3 9 0 0

34 24 9.335910000 -63.566665500 3 2 0 0

34 40 4.943750000 -64.083335500 0 2 0 0

34 65 30.450488000 -73.900001500 3 4 3 0

34 54 36.298860000 -75.333335500 1 3 3 0

34 35 2.524590000 -53.766670000 0 0 0 0

34 55 26.366836000 -68.099998500 0 6 2 0

34 41 18.663915000 -71.949997000 0 3 0 0

34 71 33.526586000 -85.899994000 0 9 0 2

Table A.1: Empirical Signal Strength Measurements (final).
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